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Abstract: The efficient integration of distributed energy resources (DERs) in buildings is a challenge
that can be addressed through the deployment of multienergy microgrids (MGs). In this context,
the Interreg SUDOE project IMPROVEMENT was launched at the end of the year 2019 with the
aim of developing efficient solutions allowing public buildings with critical loads to be turned into
net-zero-energy buildings (nZEBs). The work presented in this paper deals with the development of
a predictive energy management system (PEMS) for the management of thermal resources and users’
thermal comfort in public buildings. Optimization-based/optimization-free model predictive control
(MPC) algorithms are presented and validated in simulations using data collected in a public building
equipped with a multienergy MG. Models of the thermal MG components were developed. The
strategy currently used in the building relies on proportional–integral–derivative (PID) and rule-based
(RB) controllers. The interconnection between the thermal part and the electrical part of the building-
integrated MG is managed by taking advantage of the solar photovoltaic (PV) power generation
surplus. The optimization-based MPC EMS has the best performance but is rather computationally
expensive. The optimization-free MPC EMS is slightly less efficient but has a significantly reduced
computational cost, making it the best solution for in situ implementation.

Keywords: model predictive control; public buildings; multienergy microgrid; building-integrated
microgrid; thermal resources; users’ thermal comfort

1. Introduction

The main grid is undergoing a gradual shift from a centralized to a decentralized struc-
ture. This is mainly due to the large-scale deployment of renewables, whose successful in-
tegration into the grid can be achieved through electrical/thermal/multienergy microgrids
(MGs), including building-integrated microgrids (BIMGs), sometimes called nanogrids [1].
Electrical MGs can be defined as multiple parallel-connected distributed generators with
coordinated control strategies that are able to operate either in grid-connected or islanded
mode. Greater flexibility is crucial for grid-connected MGs as it allows local management
of renewable energy sources and makes buildings more energy-efficient and sustainable.
The U.S. Department of Energy defines an electrical MGs as “a group of interconnected
loads and distributed energy resources within clearly defined electrical boundaries that
acts as a single controllable entity with respect to the main grid”. For its part, the French
Energy Regulation Commission (CRE) defines electrical MGs as “small-scale power grids
designed to provide a reliable power supply to a small number of consumers”. Because
renewable energy sources, like solar and wind, are diffuse and intermittent, storage systems
are needed. Energy storage makes it possible to compensate for the intermittent nature of
these renewable energy sources and increases their penetration into the grid. However, the
most commonly used storage systems—electrochemical batteries—are still expensive [2].
According to the EDF (Electricité de France) [3], “thermal microgrids are buildings, clusters
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of buildings or district energy systems that combine heat recovery and storage, renewable
energy sources, and power management through smart and distributed communications
and control techniques”. According to the French Energy Regulation Commission [4–6],
“the microgrid concept, likely to concern different system scales (i.e., a building, a district, an
industrial or a craft zone, a village, etc.), is being extended to heat and natural gas networks,
and can thus be thought out in a multifaceted manner”. The building sector accounts
for around 30% of the world’s energy consumption [7]; thermal energy is responsible for
more than 75% of this consumption [7]. According to the U.S. Department of Energy [8],
heating, ventilation, and air-conditioning (HVAC) is about one-third of a building’s energy
consumption in the United States of America. As an interesting solution to reduce the
use of fossil fuels, solar hot water systems for space heating are booming [7]. As a result,
the development of tools for improved HVAC design and operation has become a pop-
ular topic among researchers these past few years. On a wider scale, research activities
dealing with the (smart) management of thermal resources and users’ thermal comfort
in buildings are numerous. Regardless of the MG type and size, efficient strategies for
energy resource management are needed. These strategies can be implemented through
energy management systems (EMSs), i.e., automation systems designed to achieve energy
efficiency through process optimization, taking advantage of energy measurements from
the field. According to the International Electrotechnical Commission (IEC), an EMS is “a
computer system comprising a software platform providing basic support services and a set
of applications providing the functionality needed for the effective operation of electrical
generation and transmission facilities so as to assure adequate security of energy supply
at minimum cost” [9]. According to the International Organization for Standardization
(ISO), “an energy management system involves developing and implementing an energy
policy, setting achievable targets for energy use, and designing action plans to reach them
and measure progress. This might include implementing new energy-efficient technolo-
gies, reducing energy waste or improving current processes to cut energy costs” [10]. In
electrical/thermal/multienergy MGs, EMSs play a key role in the efficient management of
distributed generators and energy storage systems in both grid-connected and islanded
operation modes [11–14].

In [15], Chen et al. propose an MPC strategy for the management of a multisource
MGs that combines electrical, thermal, and gas systems. Economic dispatch, which is a
mechanism for determining the best cost-effective point of operation for all controllable
devices, is performed. The proposed MPC strategy provides better results in simulation
than conventional methods. In [16,17], a fuzzy energy management strategy is developed
for enhancing the energy self-consumption of a residential multienergy (thermal/electrical)
MG, taking advantage of a possible power generation surplus through heat storage. In [3],
an MPC controller is developed for the management of the multienergy MG the Standford
facilities are equipped with. The authors aim to reduce the economic cost of energy
consumption, the environmental impact of the facilities, water usage, and the reliance
on fossil fuels. In [18], both the steady-state model and the optimization scheduling
formulation allowing the integrated operating cost of a multienergy MG to be minimized
are presented. In [19], a demand-side management (DSM)-based energy management
strategy is proposed by Pascual et al. in the context of a residential MG equipped with
photovoltaic solar panels, a small wind turbine, and solar thermal collectors. The power
exchanged with the main grid is managed using batteries and a controllable electric water
heater. An improved grid power profile is achieved while reducing the overall cost of
the system (mainly thanks to a smaller battery) by using forecasts and controlling the
electric water heater. In [20], Tang et al. present a model predictive control approach aiming
at reducing the power bought from the main grid but also satisfying thermal comfort
constraints in a multienergy building-integrated MG. Thanks to the proposed approach,
the power consumption is controlled and the thermal comfort temperature is satisfied.
A simplified model is used, with no significant impact on the results. In [21], Kia et al.
propose an optimal scheduling approach for thermal and electrical power generations in a
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multienergy MG. A gap decision theory method is employed to handle uncertainties. The
strategy is able to operate the system in a robust/opportunistic way. As a result, either
robustness is improved or the economic cost is reduced. In [22], Chen et al. propose a
novel cumulative relative regret decision-making strategy for the robust optimization of a
multienergy MG. The proposed approach is compared with a standard robust optimization
approach, stochastic programming, and a minimum worst-scenario regret (MWR) strategy.
Thanks to such an approach, robustness is ensured and the economic cost is reduced.
Even if networked multienergy MGs are quite uncommon systems, Zhong et al. [23] have
developed a day-ahead scheduling strategy with the aim of reducing both the economic
cost and the CO2 emissions in a simulation. In [24], Hirao et al. propose an MPC strategy
to manage a ground-source heat pump used to heat different buildings. The proposed
approach is optimization-free. Once production and consumption forecasts are provided
to the MPC controller, it selects among the different heating modes the one to be used.
According to the authors, the proposed approach can be implemented in a real urban
environment. In [25], Garnier et al. present an MPC strategy with low computational cost
to manage thermal comfort in a nonresidential building. The idea behind the strategy is to
identify the right instant to turn on/off the HVAC system in order to satisfy thermal comfort
constraints during occupancy periods. The EnergyPlus software (version 8.1.0) was used
to model the system. Thanks to the proposed approach, energy consumption is reduced,
while the users’ thermal comfort is satisfied. In [26], Violante et al. present an MPC-based
EMS dedicated to the management of isolated multienergy MG. The aim is to minimize
the cost related to the use of fossil fuels and satisfy thermal comfort constraints. A real
testbed was used to validate the EMS, allowing energy consumption to be reduced while
preserving thermal comfort. In this work, nonuniform time intervals are used to reduce
computation time. Finally, review papers on heat pump control strategies are proposed by
Pean et al. [27] and Fischer et al. [28]. Rule-based strategies, which are easy to implement,
and predictive strategies, which offer improved performance but can be computationally
expensive, are reviewed, among other strategies for heat pump control.

The Interreg SUDOE project IMPROVEMENT (Integration of Combined Cooling, Heat-
ing and Power Microgrids in Zero Energy Public Buildings with High Power Quality and
Continuity Requirements) was launched at the end of the year 2019 (www.improvement-
sudoe.es) with the aim of turning public buildings with critical loads (i.e., hospitals, re-
search centers, military facilities, etc.) into net-zero-energy buildings (nZEBs) by integrating
multienergy MGs. The project is supported by the European Regional Development Fund
(ERDF) and takes advantage of real case studies. The ERDF operates as part of the European
Union’s economic, social, and territorial cohesion policy. It aims to strengthen economic
and social cohesion in the European Union by correcting imbalances between regions.
IMPROVEMENT is briefly presented in the following section. An overview of the work
presented in this paper—this work deals with the development of a predictive EMS for the
management of thermal resources and users’ thermal comfort in a public building equipped
with a multienergy MG—is given as well [29]. This paper is organized as follows: Section 2
deals with the Interreg SUDOE project IMPROVEMENT. The case study is described in
Section 3. The models of the thermal MG components are presented in Section 4. Section 5
depicts the energy management strategies and the control results. The paper ends with a
conclusion and an outlook on future work (Section 6).

2. Interreg SUDOE Project IMPROVEMENT
2.1. Specific Objectives of the Project

As mentioned previously (see Section 1), the main objective of the Interreg SUDOE
project IMPROVEMENT was to turn public buildings with critical loads into nZEBs by
integrating multienergy MGs with combined heat, cooling, and power generation and
storage systems. The project has three specific objectives, defined as follows [30]: (1) im-
prove energy efficiency in public buildings through the development of a solar heating
and cooling generation system and the incorporation of active and passive techniques;

www.improvement-sudoe.es
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(2) develop a fault-resilient power management system for multienergy MGs under criteria
of high-quality supply design; and (3) develop an EMS for renewable generation MGs
equipped with hybrid energy storage under criteria of minimum degradation, maximum
efficiency, and prioritization in the use of renewable energy.

Two pilot buildings were under investigation in the project. The first one is located
in Lisbon, Portugal, and the second one is located in Puertollano, Spain. Only the Lisbon
pilot building, which houses the National Energy and Geology Laboratory (LNEG), is
considered in this work. This building-integrated MG is multienergy (see Section 3).

2.2. Contribution to the Project

The main contribution to the project is an advanced EMS based on model predictive
control (MPC), developed using data collected in situ. The aim behind the IMPROVE-
MENT EMS is to manage the building’s thermal resources and users’ thermal comfort in a
predictive way. To this end, optimization-free/based MPC controllers were developed and
evaluated in simulation. The management of thermal resources relies on controlling both
an air-to-water heat pump and a thermal energy storage while the management of users’
thermal comfort relies on controlling fan coil units. Optimization-free MPC controllers are
paramount in controlling the computational cost associated with managing the building
energy resources. In addition, it is worth mentioning the following aspects.

• The way the interconnection between the thermal part and the electrical part of the
building-integrated MG can be managed is discussed. An interesting option, which
is considered in this work, is to take advantage of a possible PV power generation
surplus, which can be stored in a thermal energy storage system [2,31].

• The IMPROVEMENT EMS has to be ready for in situ implementation. To this end, the
EMS takes advantage of existing controllers. The core idea behind its development is
to supervise PID and RB controllers with MPC controllers in order to achieve optimal
energy efficiency in public buildings equipped with multienergy MGs.

3. Case Study
3.1. Description of the LNEG Building-Integrated MG

The case study is the LNEG building-integrated MG located in Lisbon, Portugal [30].
The MG components are shown in Figure 1. Regarding the electrical MG, PV solar panels
provide electricity to feed the loads or to charge a bank of batteries. The energy stored in
the batteries can be discharged to meet the loads. However, if the electrical resources are
not sufficient, the main grid can supply electricity to the electrical MG, which is connected
to the thermal MG via an air-to-water heat pump (HP). The HP is powered by the main grid
or using the PV power generation surplus coming from the electrical MG. In the thermal
MG, solar collectors (SCs) supply heat to a hot water tank (HWT), which in turn supplies
heat to a thermal energy storage (TES). The HP can also supply heat to the thermal energy
storage. Finally, fan coil units (FCUs) use the heat coming from the TES to heat the different
rooms in the building (Figure 2). The facility has two individual offices, R1 and R2 (11 m2

each), a meeting room R3 (22 m2), and a multipurpose room, R4 (83 m2), for a total surface
area of 170 m2. R1, R2, and R3 have standard single-glazed windows. R4 has two wide
single-glazed windows and is often used for technical sessions and scientific presentations.
Phase change materials are used to regulate the thermal inertia of the glazed areas (for
both the southwest and northeast walls of R4), and highly efficient thermal and acoustic
insulation panels are installed in the false ceiling. R1 is considered in this work, even if
the room is not equipped with an air temperature sensor. In addition, R1 and R2 are very
similar, which is why the results obtained for R2 are replicated to R1. The electrical MG
is composed of 4 kWp solar photovoltaic panels and a 30 kWh bank of batteries. In the
thermal MG, there are two hot water tanks: the first one (the HWT) is heated by the SCs
and supplies heat to the second one (the TES). The TES is heated by the HP as well. The
characteristics of the thermal MG components are as follows:

• The total surface of the evacuated tube SCs is 4 m2;
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• The HWT—a BAXI (Lisbon, Portugal) FST 300 accumulator—has a capacity of 300 L;
• The TES—a Lapesa (Lisbon, Portugal) G1000IS accumulator—has a capacity of 1000 L;
• The air-to-water HP—a Daitsu (São João da Talha, Portugal) CRAD 2 UiAWP 60

T—has a power of 16 kWt;
• The fan coil units are the Daitsu FDLA AC TS 3IFD2007 (×2), the Daitsu FMCD EC

TOTAL 3IFD2010, and the Daitsu FDLA AC TS 3IFD5037.

Electrical MG

Thermal
MG

Loads

Solar PV panels

Bank of batteries

Main grid

Multi-energy MG
System

Figure 1. Schematic of the LNEG building-integrated MG. The thermal MG is shown in Figure 2.

3.2. Operation of the LNEG Pilot Building

In the LNEG pilot building, the bank of batteries does not have a high power of charge,
and power consumption is very low, resulting in a high PV power generation surplus
compared with the overall production. That is why the idea of using this surplus to supply
the HP is interesting in this case study. However, if there is no PV power generation surplus,
the main grid supplies electricity to the HP. If the PV panels and the bank of batteries do not
supply enough electricity to meet the needs of the building, electricity is bought from the
main grid. The FCUs are used to heat rooms R1, R2, R3, and R4, according to the following
three operation modes:

1. The economic mode: Heat can be accumulated in the TES using two sources, the SCs
and the HWT or the HP. The heat stored in the TES is then transferred to the rooms.

2. The economic mode with disconnected SCs: Heat can be accumulated in the TES only
using the HP. The heat stored in the TES is then transferred to the rooms.

3. The direct mode: No heat is stored in the TES, only the HP supplies heat to the
rooms through the FCUs. Only this mode is considered in this work in order to take
advantage of the SCs the building is equipped with.

3.3. Operation Data

Operation and meteorological data are collected in situ thanks to the measuring
devices the pilot building is equipped with. The sampling time is 10 min. Using data from
the year 2022, the models were developed and simulations were performed. The data are
consistent. There are only a few issues in the database: the missing data represent less than
0.3%, which is not a problem as the amount of data is large, with the exception of some
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weather quantities (global irradiance, outdoor temperature, and air humidity, to name a
few), and outliers are almost not present. The following quantities are measured in situ:

• Power consumption (kW);
• PV power generation (kW);
• Outdoor temperature (◦C);
• The air temperature in the rooms of the building (◦C);
• The temperature of the water in the 4th layer of the HWT (◦C);
• The temperature of the water in the 1st layer of the TES (◦C);
• The temperature of the water in the 4th layer of the TES (◦C);
• The temperature of the water circulating between the HWT and the TES (◦C) and the

temperature of the water circulating between the TES and the FCUs (◦C);
• The flow rate of the water circulating between the HWT and the TES (L h−1), the flow

rate of the water circulating between the TES and the FCUs (L h−1), and the flow rate
of the water circulating between the HP and the TES (L h−1).

Thermal MG

SCs

Fc

Tout
c

Tin
c

HWT

Fw

Tout
w

Tin
w

TES

Ft

Tout
e

Tin
e

HP

Fp

Tout
p Tin

p

Main grid

Pr

EMG
Ps

FCU

Rooms

Fs

Tout
s Tin

s

Electricity
supplied

Cold
fluid

Hot
fluid

Valve

Figure 2. Schematic of the LNEG thermal MG operated in economic mode. EMG: electrical MG (see
Figure 1). HP: heat pump. SCs: solar collectors. HWT: hot water tank. TES: thermal energy storage.
FCU: fan coil unit. Tin

c /Tout
c : temperature of the water entering/leaving the SCs. Tin

w /Tout
w : tempera-

ture of the water entering/leaving the HWT. Tin
e /Tout

e : temperature of the water entering/leaving the
TES. Tin

p /Tout
p : temperature of the water entering/leaving the HP. Tin

s /Tout
s : temperature of the water

entering/leaving the FCUs. Fc: flow rate of the fluid circulating between the SCs and the HWT. Fw:
flow rate of the water circulating between the HWT and the TES. Ft: flow rate of the water circulating
between the TES and the FCUs. Fp: flow rate of the water circulating between the TES and the HP. Fs:
supply air flow rate. Pr: electricity bought from the main grid. Ps: PV power generation surplus.

4. Thermal MG Modeling
4.1. Literature Review on Thermal MG Modeling

Efficient controllers are needed to improve the energy efficiency of thermal MGs. In
this context, computationally tractable functional models of the systems the MG is equipped
with are essential to the controllers’ design and evaluation. Numerous efforts are being
made to develop control-oriented models [32,33]. Data-based modeling and first-principle-
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based modeling are the two main modeling categories in this field. Data-based models
do not require detailed knowledge about the underlying process but correlations are only
valid within the range of the dataset used. In contrast, first-principle-based models reflect
physical laws. Such models are difficult to build but have superior generalization capability.
The modeling of solar-energy-based systems for space heating is addressed in the literature,
but to the best of the authors’ knowledge, there are very few papers describing the full stack
of components as an integrated model that can be used to develop and validate advanced
energy management strategies. In [32], Pasamontes et al. have decided for hybrid modeling
to describe the behavior of a solar thermal energy system composed of several subsystems.
The thermal flat solar collector field, the hot water accumulation system, and the gas
heater are modeled using first-principle-based equations. The discrete dynamics are also
included in the model of the whole system. More recently, Gerard et al. [33] realized a study
dealing with thermal comfort in a building equipped with a solar water heater consisting
of thermal collectors, a water storage tank, a boiler, and a low-temperature radiator. The
Bond Graph formalism—a graphical representation of first-principle equations allowing the
development of state-space representations of physical systems—has been used to model
the solar water heater. A few years ago, solar combined heat and power systems were
reviewed by Kasaeian et al. [34], with a focus put on combined solar–heat pump systems
for space heating. This work suggests that integrated modeling needs to be improved for
better economic and environmental assessment.

4.2. Thermal MG Components Modeling

Data were collected at the LNEG pilot building and used to develop and validate
simulation models of the solar hot water system components. The layout of the LNEG pilot
building is shown in Figure 1. The thermal MG is shown in Figure 2. Mass and energy
balance equations [35,36] are used to explain the units’ thermal behavior.

4.2.1. Evacuated Tube Solar Collectors

The pilot building is equipped with evacuated tube SCs. This kind of system is well
suited to hot water heating applications. The SCs capture the radiant solar energy and
convert it into thermal energy. This energy is transferred through a fluid. The precise
modeling of the evacuated tube SCs [37] can result in a high computational cost when used
along optimization-based strategies. Even if simplified models exist [38,39], the model
proposed by Buzas et al. [35] is used, as the main interest of this model is to provide the
temperature of the heat transfer fluid. As there is no accumulation of mass in the SCs,
only the energy balance equation is considered. Qc,solar is the energy absorbed by the SCs,
Qc, f luid is the energy carried by the heat transfer fluid, and Qc,loss is the energy loss to the
atmosphere by the SCs. The energy balance of the SCs is defined in the following way (1):

Qc,acc = Qc,solar + Qc, f luid − Qc,loss (1)

The energy absorbed by the SCs (Qc,solar) is as follows (2):

Qc,solar = Acη I (2)

where Ac is the SCs surface area (m2), η is the optical efficiency (dimensionless), and I is
the global tilted irradiance (GTI), measured with an angle of 45° (W m−2) [35].

The energy carried by the heat transfer fluid (Qc, f luid) is as follows (3):

Qc, f luid = ṁccc(Tin
c − Tout

c ) (3)

where ṁc is the mass flow rate of the heat transfer fluid (kg s−1), cc is the specific heat
capacity of the heat transfer fluid (J kg−1 K−1), and Tin

c and Tout
c are the inlet and outlet

temperatures, respectively.



Energies 2024, 17, 1355 8 of 35

Finally, the heat loss in the SCs is given by the following Equation (4):

Qc,loss = Uc AcTc,abs (4)

where Uc is the heat loss coefficient (W m−2 K−1), Ac is the SCs surface area (m2), and Tc,abs
is the absolute temperature of the SCs surface.

Since it is quite challenging to measure the surface temperature, for simplicity, the absolute
temperature Tc,abs is approximated in Equation (5), with To the outdoor temperature:

Qc,loss = Uc Ac

(
Tin

c + Tout
c

2
− To

)
(5)

The complete energy balance can be written as follows (6) using Equations (2), (3),
and (5):

ρcccVc
dTout

c
dt

= Acη I + ṁccc(Tin
c − Tout

c )− Uc Ac

(
Tin

c + Tout
c

2
− To

)
(6)

The mass flow rate ṁc is expressed in terms of volumetric flow rate (Fc), as ṁc = Fcρc,
with ρc the heat transfer fluid density. Hence, after further rearranging of Equation (6), the
final formulation is as follows (7):

dTout
c

dt
=

Acη

ρcccVc
I +

Fc

Vc
(Tin

c − Tout
c )− Uc Ac

ρcccVc

(
Tin

c + Tout
c

2
− To

)
(7)

From an automatic control perspective, the GTI (measured with an angle of 45°) I and
the outdoor temperature To are disturbances, while the heat transfer fluid inlet and outlet
temperatures (Tin

c and Tout
c ) are controlled variables, and the heat transfer fluid flow rate Fc

is a manipulated variable.

4.2.2. Hot Water Tank and Thermal Energy Storage Tank

The LNEG pilot building has a hot water tank (HWT) and a thermal energy storage
(TES), equipped with heat exchangers. Heat storage relies on a stratification process, where
hot water sits on cold water, as depicted in Figures 3 (HWT) and 4 (TES). The SCs heat the
water in the HWT directly. Then, the HWT provides heat to the FCUs, which are supplying
heat to the rooms, via the TES. During the night or in case of cloudy conditions, continuous
space heating is ensured thanks to the TES. The TES allows shifting energy consumption
from on-peak to off-peak hours as well, significantly improving system performance and
reducing the economic cost. A similar modeling approach, which is based on the energy
balance equations, is considered for both the HWT and the TES. In this work, the node-
based energy balance method is used, i.e., the energy balance equation for each node (12 in
this case) is evaluated in [40,41]. The terms “node” and “layer” are interchangeably used in
the literature, and the term “layer” is chosen for convenience here.

The following assumptions are made for model simplification [42]:

• The fluid used in the tanks is incompressible;
• The pressure in the tanks is assumed to be appropriate to avoid fluid phase changes;
• The mixing of layers due to buoyancy force is considered as negligible;
• There is no mass flowing in or out of the systems; hence, the mass balance equation is

not considered.

As can be observed in Figure 3 (HWT), the fluid coming from the SCs circulates in
the HWT heat exchanger, from layer 1 to layer 12. As can be observed in Figure 4 (TES),
the water coming from the HWT (layer 1) circulates in the TES heat exchanger, from layer
6 to layer 10. Then, this water is back to the HWT (layer 12). The water circulating in
the HP enters the top of the TES (layer 1) and leaves it at the bottom (layer 12), without
circulating in a heat exchanger. The stored water leaves the TES from the top (layer 1),
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circulates through the FCUs, and then comes back to the bottom of the TES (layer 12). The
temperature of the water in layer j is calculated from the respective temperatures of the
water in layers j − 1 and j + 1, as well as the temperature of the fluid circulating in the heat
exchanger (layer j).

1

2

12

Tout
w

Tin
w

Tout
c

Tin
c

Figure 3. Schematic of the 300 L HWT. Tin
c /Tout

c : temperature of the water entering/leaving the SCs.
Tin

w /Tout
w : temperature of the water entering/leaving the HWT. The heat exchanger (layer 1 to layer

12) is depicted by the coil in red.

1

2

12

Tout
p Tout

e

Tin
p Tin

e

Tout
w

Tin
w

6

10

Figure 4. Schematic of the 1000 L TES. Tin
w /Tout

w : temperature of the water entering/leaving the HWT.
Tin

e /Tout
e : temperature of the water entering/leaving the TES. Tin

p /Tout
p : temperature of the water

entering/leaving the HP. The heat exchanger (layer 6 to layer 10) is depicted by the red coil.

The energy balance for layer j is given by Equation (8), where Tw,j−1, Tw,j, and Tw,j+1
are the temperatures of the water in layers j − 1, j, and j + 1 of the HWT (◦C), respectively;
Fw is the flow rate of the water circulating between the HWT and the TES (m3 s−1); Vw is
the volume of the HWT (m3); ρw is the density of water (kg m−3); cw is the specific heat
capacity of water (J kg−1 K−1); UAw,l is the HWT overall heat loss coefficient (W m−2 K−1);
UAw,h is the overall heat transfer coefficient of the HWT heat exchanger (W m−2 K−1); Aw,c
is the HWT cross-sectional surface of a layer (m2); Ta is the air temperature in the thermal
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storage room of the LNEG pilot building in Lisbon, Portugal; and ∆x is the height of a layer
in the HWT (m):

dTw,j

dt
=

Fw

Vw
(Tw,j+1 − Tw,j)−

UAw,l

ρwcwVw
(Tw,j − Ta) +

kt,j+1 Aw,c

ρwcwVw∆x
(Tw,j+1 − Tw,j)

+
kt,j−1 Aw,c

ρwcwVw∆x
(Tw,j−1 − Tw,j) +

UAw,h

ρwcwVw
(Th,j − Tw,j)

(8)

In [41], Nash et al. introduce kt,j−1, kt,j+1 (i.e., the internal heat transfer coefficients
between layers), and ∆i (i.e., the internal heat transfer scaling parameter) in order to force
the heat to be transferred downward or upward. These coefficients are calculated as follows
using Equations (9) and (10):

kt,j−1 :=
{

kt,j−1∆i|Tw,j − Tw,j−1|, if Tw,j−1 < Tw,j
kt,j−1, otherwise

(9)

kt,j+1 :=
{

kt,j+1∆i|Tw,j − Tw,j+1|, if Tw,j < Tw,j+1
kt,j+1, otherwise

(10)

The layers in contact with the water coming from the SCs (layer 1) or the TES (layer
12) (i.e., boundary layers of water in the tank) have specific equations. As hot water comes
from the SCs, with Tout

c being the temperature of the water leaving the collectors (this water
is considered as layer 0 in the developed model), layer 1 has the following Equation (11):

dTw,1

dt
=

Fw

Vw
(Tw,2 − Tw,1)−

UAw,l

ρwcwVw
(Tw,1 − Ta) +

kt,2 Aw,c

ρwcwVw∆x
(Tw,2 − Tw,1) +

UAw,h

ρwcwVw
(Tout

c − Tw,1) (11)

As the cold fluid comes from the TES, with Tin
w being the temperature of the water

entering the HWT (this water is considered as layer 13 in the developed model), layer 12
has the following Equation (12):

dTw,12

dt
=

Fw

Vw
(Tin

w − Tw,12)−
UAw,l

ρwcwVw
(Tw,12 − Ta) +

kt,11 Aw,c

ρwcwVw∆x
(Tw,11 − Tw,12) +

UAw,h

ρwcwVw
(Th,12 − Tw,12) (12)

Equations (8), (11), and (12) describe the dynamic behavior of the stratified HWT. It
is worth mentioning that all the model parameters are derived from the available data
(collected in the LNEG pilot building). To describe the dynamic behavior of the hot fluid
circulating in the heat exchanger, Equations (13) and (14) are used for layer 1 and layer
j, respectively:

dTh,1

dt
=

Fh
Vh

(Tout
c − Th,1)−

UAw,h

ρhchVh
(Th,1 − Tw,1) (13)

dTh,j

dt
=

Fh
Vh

(Th,j−1 − Th,j)−
UAw,h

ρhchVh
(Th,j − Tw,j) (14)

where Fh is the flow rate of the hot fluid circulating in the HWT heat exchanger (m3 s−1), ρh
is the density of the fluid (kg m−3), ch is the specific heat capacity of the fluid (J kg−1 K−1),
Vh is the volume of the HWT heat exchanger (m3), and UAw,h is the overall heat transfer
coefficient of the HWT heat exchanger (W m−2 K−1).

Regarding the TES, which has the same equations as the HWT, the influence of the HP
has to be taken into consideration. As a consequence, a change is made to the model as the
water circulating in the HP enters the first layer of the TES (15) and is mixed with the water
already in the tank, and Tp,j is added. The water coming from the HWT enters the TES at
layer 6, through the heat exchanger, and leaves it at layer 10:

dTe,1

dt
=

Ft

Ve
(Te,2 − Te,1)−

UAe,l

ρwcwVe
(Te,1 − Ta) +

kt,2 Ae,c

ρwcwVe∆x
(Te,2 − Te,1) +

Fp

Ve
(Tp,1 − Te,1) (15)
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where Ft is the flow rate of the water circulating between the FCUs and the TES (m3 s−1),
Fp is the flow rate of the water circulating between the HP and the TES (m3 s−1), Ve is the
volume of the TES (m3), UAe,l is the TES overall heat loss coefficient (W m−2 K−1), and
Ae,c is the TES cross-sectional surface of a layer (m2).

4.2.3. Fan Coil Units

Fan coil units (FCUs) are HVAC systems widely used in buildings because they are
easy to install, provide mounting versatility, and have low noise levels. A typical FCU
is composed of a supply fan, a heat exchanger coil, filters, and noise alternators. In the
heating coil, the supply air temperature is increased to the predefined temperature. This
conditioned air is then used to heat the building’s thermal zones during occupancy periods.
Note that the air filters do not directly affect the air temperature in a thermal zone; hence,
the filters’ dynamics are neglected. The heat exchanger is a high-efficiency shell-and-tube-
type heating coil. The mathematical model of this air-to-water heating coil—the energy
balance equation is applied to both the shell- and tube-side fluid flow rates—is given by
Equations (16) and (17). The hot water in the shell coming from the tanks heats the supply
air in the tube side to the required temperature. In [43,44], the authors present a heat
exchanger model that has been adapted to the system the LNEG pilot building is equipped
with. A more detailed model has been developed by Bastida et al. [45], but such a complex
model is not necessary in this work and would result in a higher computational cost. The
required flow rate of the supply air entering the thermal zones is manipulated through the
thermal zone controller. Note that the heat loss to the outside environment is considered
negligible. Equations (16) and (17) deal with the dynamic behavior of the heat exchanged
between the shell- and tube-side fluids for the cocurrent flow [43]:

dTin
t

dt
=

Ft

Vf
(Tout

t − Tin
t )−

ks Ain
f

∆zρwcwVf
(Tin

t − Tout
s ) (16)

dTout
s

dt
=

Fs

Vr,z
(Tin

s − Tout
s )−

ks Aout
f

∆zρacaVr,z
(Tout

s − Tin
t )− hAs

ρacaVr,z
(Tout

s − To) (17)

where Tin
t and Tout

t are the inlet and outlet water temperatures of the stratified TES (◦C),
respectively, Tin

s and Tout
s are the inlet and outlet air temperatures of the heating coil (◦C),

respectively, Ft and Fs are the water and supply airflow rates (m3 s−1), respectively, Vf is
the volume of the heating coil (m3), Vr,z is the volume of room z (m3), Ain

f and Aout
f are

the tube/air-side and shell/water-side areas (m2), respectively, ks is the FCU conductive
heat transfer coefficient (W m−1 K−1), ∆z is the length of the tube (m), ρw is the density of
water (kg m−3), cw is the specific heat capacity of water (J kg−1 K−1), ρa is the density of
air (kg m−3), and ca is the specific heat capacity of air (J kg−1 K−1).

4.3. Thermal Zones Modeling

In this work, focus is put on the air temperature in the rooms as a thermal comfort
indicator. There are four rooms of interest in the building, defining four thermal zones. The
RC model (18), which is based on the first law of thermodynamics, is used for modeling
these thermal zones [44,46]:

dTr,z

dt
=

Fs,z

Vr,z
(Tout

s,z − Tr,z)−
Tr,z − To

Re,zCa,z
+

Xzq
Ca,z

+
Ar,z Igr,z

Ca,z
(18)

where Tr,z is the air temperature in the room z (◦C) (in this study, Tr,z is considered to
be equal to Tin

s ), Fs,z is the flow rate of the supply air entering room z (m3 s−1), Vr,z is
the volume of room z (m3), Tout

s,z is the supply air temperature (◦C), To is the outdoor
temperature (◦C), Re,z is the absolute thermal resistance of the walls of room z (K W−1), Xz
is the space occupied by a person in room z (m2), Ar,z is the solar aperture of room z (m2),
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I is the solar irradiance (W m−2), gr,z is the solar transmittance of the window in room
z (-) [47,48], and Ca,z = ρacaVr,z.

In addition, an internal heat gain q of 70 W m−2 is considered for each person—a
person with an office activity has a metabolic activity equivalent to 1 m2 [25]—in the
building. The same metabolic activity is considered in each room as activities are all the
same. Simulations are performed by considering one person in room R1, one person in
room R2, four (or more) persons in room R3, and sixteen (or more) persons in room R4. Let
us note that thermal modeling could be improved by taking into consideration quantities
like the walls’ temperature, the air temperature in adjacent rooms, the temperature of the
ceiling surface, or the ground temperature. Due to limitations in the instrumentation of the
building, it was not possible to carry this out at all.

4.4. Model Validation
4.4.1. Criteria

The derived mathematical models were simulated using numerical data from the
LNEG pilot building. Model validation (see Table 1) was performed with site data and
evaluated using the root-mean-square error (RMSE). The RMSE is defined as the square
root of the average of squared errors and is given in Equation (19):

RMSE =

√
1
n

n

∑
i=1

(xi − x̂i)2 (19)

where n is the number of data points, xi is the measured data i, and x̂i is its corresponding
estimation. For more information on the RMSE, the interested reader is referred to [49].

The normalized root-mean-square error (nRMSE) formulation is given in Equation (20):

nRMSE =
RMSE

xmax − xmin (20)

where xmax and xmin are the maximum and minimum values of the measured data, respectively.

Table 1. Modeling results. Tr,z: air temperature in room z. Te,j: temperature of the water in the TES
(layer j). RMSE: root-mean-square error. nRMSE: normalized root-mean-square error.

Thermal Zones (R2, R3 and R4) TES

February May May

Tr,2 Tr,3 Tr,4 Tr,2 Tr,3 Tr,4 Te,1 Te,4

RMSE 0.75 0.27 0.56 1.00 0.39 0.51 2.27 2.35
nRMSE 0.11 0.18 0.14 0.21 0.29 0.14 0.21 0.31

4.4.2. Thermal Zone Modeling: Results

The validation of the thermal zones model was conducted without turning on the
FCUs. The FCUs are not used on weekends, so, in order to validate the model, these periods
are considered. Validation with the FCUs turned on is not possible, as the flow rate of the
water circulating in the FCUs and the FCU supply air flow rate are not measured. The GTI
(measured with an angle of 45°) and outdoor air temperature have been used as model
inputs. In addition, the solar aperture is modified in order to correct the irradiance entering
the rooms. Because global irradiance is measured on the roof of a building that is not the
LNEG pilot building, some empirical adjustments have been made to obtain appreciable
results regarding the validation of the thermal zones model. From what can be observed in
Figures 5–7, the behavior of air temperature in rooms R2, R3, and R4 (from May 1 to May
4) is correctly described. The modeling error, for all rooms, is lower than 2 ◦C. Of course,
this could be enhanced. However, in this work, we decided on a simplified thermal zones
model, allowing the proposed predictive approach to be evaluated in simulation. In this
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context, the modeling error is acceptable. Anyway, the model should be improved, as the
reference temperature must remain between 20 and 22 ◦C. Table 1 summarizes the results
for two periods of time (in February and May).
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Figure 5. Air temperature in room R2, from May 1 to May 4. T̂r,2: simulated air temperature in room
R2. Tr,2: measured air temperature in room R2. To: outdoor temperature.
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Figure 6. Air temperature in room R3, from May 1 to May 4. T̂r,3: simulated air temperature in room
R3. Tr,3: measured air temperature in room R3. To: outdoor temperature.
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Figure 7. Air temperature in room R4, from May 1 to May 4. T̂r,4: simulated air temperature in room
R4. Tr,4: measured air temperature in room R4. To: outdoor temperature.

4.4.3. TES Modeling: Results

Due to the lack of sensors for online measurements, the SCs—both the inlet and
outlet fluid temperatures are unknown—and the HWT models are impossible to validate.
Only the TES model was validated, using measurements of the temperature of the water
circulating in the HP, the temperature of the water circulating in the FCUs, the temperature
of the water coming from the HWT and leaving the TES, and the different volumetric
flow rates. In addition, let us note that due to the COVID-19 pandemic, the rooms of
the LNEG pilot building were mostly empty during the period we collected data. The
model is validated using data from two days (May 11–12) with many people in the rooms.
In addition, the FCUs are used at full speed. Thus, a proper consumption profile was
registered and could be used for model validation, at least for validating the TES model,
as the known quantities are the flow rate and the temperature of the water circulating in
the FCUs. Taking a look at Figure 8, one can observe that the simulated temperature of the
water in the TES (layers 1 and 4) is close to the measured temperature. The modeling error
is lower than 2 ◦C, which is acceptable, as the reference temperature is 38 ◦C. Let us note
that the FCUs were turned off during the night, but a malfunction occurred in the system
and the water was circulating in the TES, from layer 1 to layer 12. That is why the error the
model produces is high during this period. But, during the day, the modeling error is close
to zero. Overall, both the RMSE and the nRMSE are quite low, as can be seen in Table 1.
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Figure 8. Water temperatures and volumetric flow rates (TES), from May 11 to May 12. T̂e,1/Te,1:
simulated/measured temperature of the water in layer 1 of the TES. T̂e,4/Te,4: simulated/measured
temperature of the water in layer 4 of the TES. Fh: volumetric flow rate of the water circulating
between the HP and the TES. Fw: volumetric flow rate of the water circulating between the HWT and
the TES. Ft: volumetric flow rate of the water circulating between the TES and the FCUs.

5. Energy Management Strategies
5.1. Overview

The present section gives an overview of the algorithms developed for the manage-
ment of thermal resources and users’ thermal comfort in public buildings. The principles on
which the strategies are built are detailed. The case study—the LNEG pilot building located
in Lisbon, Portugal—allowed the proposed energy management strategy to be evaluated
in simulation, using real data collected in situ. The strategy currently implemented in the
LNEG pilot building, which is considered as the reference strategy, is based on PID and
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rule-based controllers, used to satisfy thermal comfort constraints in the four rooms of
interest and manage the building’s thermal resources. The SCs and the HWT are operated
with a PID controller (PIDSC/HWT), the same applies to the HP (PIDHP) and the fan coil
units (FCUs) (PIDFCU). Regarding the TES, a rule-based (RB) controller is used (RBTES)
(Figure 9). Such a control strategy is standard, one of the specifications of the IMPROVE-
MENT EMS—this energy management system relies on model predictive control—is to be
capable of interacting with controllers already in use. So, the two main ideas behind the
proposed MPC controllers, whether they are optimization-based or optimization-free, are
as follows: (1) supervise the PID/rule-based controllers used in the LNEG pilot building
and (2) take advantage of the PV power generation surplus to handle the interconnection
between the electrical part and the thermal part of the building-integrated MG.

The MPC controllers developed for the management of thermal resources and users’
thermal comfort are either optimization-based or optimization-free. The prediction horizon
is 24 h (perfect forecasts are used to feed the MPC controllers). The sampling time is
10 min. Regarding the optimization-based MPC controllers, the optimization problem is
solved using a genetic algorithm. The implementation of MPC-based approaches can be
computationally extensive, as a result, the development of efficient but also computationally
tractable algorithms was essential in the project. In addition, the IMPROVEMENT EMS
takes advantage of the controllers already in use: The FCUs’ PID controllers (PIDFCU)
are supervised by an optimization-based/free MPC controller (MPCFCU/MPCFCU). The
HP’s PID controller and the TES’s rule-based controller are supervised by an optimization-
based/free MPC controller (MPCHP/TES/MPCHP/TES). Optimization-free MPC controllers
are at the heart of the proposed management strategy, as they contribute to efficiently
controlling the associated computational cost. Of course, the impact on the performance of
switching from optimization-based MPC controllers to optimization-free MPC controllers
will be evaluated. Regarding both the SCs and the HWT, no other control action than the
one already performed (PIDSC/HWT) is required, as the needs for thermal energy in the
building are fully met (Figure 9).

All the controllers developed for the management of thermal resources and users’
thermal comfort in public buildings equipped with multienergy MGs are presented in
Section 5.2, which deals with the management of users’ thermal comfort, and Section 5.3,
which deals with the management of thermal resources, respectively. The existing PID and
RB controllers that the LNEG pilot building is equipped with are presented as well.

5.2. Management of Thermal Comfort

In this section, a review of approaches for the management of thermal comfort is first
presented. Then, the control strategies proposed for the management of users’ thermal com-
fort in a public building equipped with a multienergy MG are described. The existing PID
controllers and the optimization-free/based model predictive controllers are presented.
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PIDSC/HWT

PIDHP/RBTES → PIDHP/RBTES + MPCHP/TES

or

PIDHP/RBTES → PIDHP/RBTES + MPCHP/TES

PIDFCU → PIDFCU + MPCFCU

or

PIDFCU → PIDFCU + MPCFCU

SCs HWT TES

HPEMG

Main grid

FCUs

Rooms

Electricity
supplied

Cold
fluid

Hot
fluid

Valve

Figure 9. Synoptic of the IMPROVEMENT EMS. EMG: electrical microgrid. HP: heat pump. SCs: solar collectors. HWT: hot water tank. TES: thermal energy storage.
FCU: fan coil unit. PIDSC/HWT: SC/HWT PID controller. PIDHP: HP PID controller. RBTES: TES rule-based controller. MPCHP/TES: HP/TES optimization-based
MPC controller. MPCHP/TES: HP/TES optimization-free MPC controller. PIDFCU: FCU PID controller. MPCFCU: FCU optimization-based MPC controller. MPCFCU:
FCU optimization-free MPC controller.
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5.2.1. Literature Review on Strategies for the Management of Thermal Comfort
in Buildings

A review is first conducted to highlight tendencies towards the management of thermal
comfort in buildings. In [50], Ma et al. propose a coordinated strategy based on distributed
MPC to satisfy thermal comfort constraints in different (temperature) areas of a building
equipped with a multi-zone HVAC system. In [48], Sianen et al. present an MPC-based
strategy for the management of thermal comfort—the predicted mean vote (PMV) is used
as a thermal comfort indicator—and energy efficiency in a house in Japan, equipped with
an HVAC system. Different tests were conducted for all seasons, with a PID strategy
considered as the reference strategy. The predictive strategy outperforms the PID strategy.
In [51], Barata et al. opt for a distributed MPC controller to manage thermal comfort in
three different houses while minimizing the economic cost of energy consumption and
favoring green energy. In [8], Jeon et al. have decided on an MPC-based strategy, with
the EnergyPlus software being used to model a real commercial building. Thanks to
the proposed strategy, energy savings are achieved and thermal comfort constraints are
satisfied. In addition, the computational cost is efficiently controlled. An MPC-based
strategy with controlled computational cost is proposed by Garnier et al. as well [25],
with the aim of satisfying thermal comfort constraints in a non-residential building. The
main idea behind the strategy is to identify the best instant to turn on or off the multizone
HVAC system the building is equipped with. The nonresidential building is modeled
using the EnergyPlus software. Thanks to the proposed strategy, energy consumption is
reduced and thermal comfort constraints are satisfied. In [52], the same authors propose
another predictive approach dedicated to the control of multizone HVAC systems. Both
heating and cooling modes are considered. The optimization problem is solved using a
genetic algorithm. MPC is used by Violante et al. [26] for the management of isolated
MGs with thermal energy resources as well. The developed EMS aims at minimizing
the consumption of fossil fuels and satisfying thermal comfort constraints. It has been
validated on a multienergy building-integrated MG in Bari, Italy. Thanks to the EMS,
thermal comfort is slightly improved and energy consumption is reduced. Nonuniform
and reducing-time intervals are used for the prediction horizon of the MPC controller in
order to reduce the associated computational cost. A price-based demand response strategy
is proposed by Zhang et al. [53] to control electrical and thermal loads while satisfying
thermal comfort constraints in a multienergy MG. A day-ahead time window has been
considered and has proven to be efficient for robust coordinated operation, maximizing the
overall operation profits and satisfying thermal comfort constraints. An optimization-free
MPC-based strategy is proposed by Hirao et al. [24] to manage a ground-source heat pump
used to heat different buildings. Once production and consumption forecasts are provided,
the best heating mode is selected among the seven modes available, allowing thermal
comfort constraints to be satisfied and energy consumption to be reduced. According to
the authors, the proposed approach can be implemented in a real urban environment.

Regarding the management of thermal comfort, the optimization-free MPC strategy
presented in this paper is inspired by the work of Garnier et al. [25,52] in order to identify
the best instant to turn on or off the HVAC system the LNEG pilot building is equipped
with. The existing PID controllers are described in the next section of this paper.

5.2.2. Existing PID Controllers

The strategy currently implemented in the LNEG pilot building (PIDFCU) is as follows:
the flow rate of the water circulating between the TES and the FCUs, as well as the flow rate
of the supply air between the FCUs and the rooms (R1, R2, R3, and R4), are regulated with
PID controllers. The rooms are equipped with FCUs. In order to simulate this reference
strategy, PID controllers whose parameters (Table 2) were optimized thanks to PID Tuner,
a fast and widely applicable single-loop PID tuning method available in Matlab, were
developed. The PID transfer function is given by Equation (21), with Kp the proportional
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gain, Ki the integral gain, Kd the derivative gain, e the error, u the manipulated variable,
and N the filter coefficient:

u(p) = Kpe(p) +
Ki
p

e(p) +
Kd pN
p + N

e(p) (21)

Let us note that the parameters are different from one controller to another, mainly
because the rooms in the building are very different in both size and usage. The strategy
aims at achieving a comfort temperature of 21 ◦C each business day between 8 AM and
6 PM through the control of the FCUs’ supply air flow rate (Fs,z for room z), allowing
thermal comfort constraints to be satisfied. The flow rate of the water circulating between
the TES and the FCUs (Ft,z for room z) is controlled in order to maintain a temperature of
30 ◦C and have enough heat for the water circulating in the FCUs.

Table 2. PID controllers for the management of thermal comfort. TES: thermal energy storage. FCU:
fan coil unit. Kp: proportional gain. Ki: integral gain. Kd: derivative gain. N: filter coefficient.

PID Controller Kp Ki Kd N

TES-FCU R1 2.87 × 10−5 4.14 × 10−6 4.24 × 10−5 2.67
TES-FCU R2 2.87 × 10−5 4.14 × 10−6 4.24 × 10−5 2.67
TES-FCU R3 7.80 × 10−5 1.31 × 10−5 8.72 × 10−5 24.77
TES-FCU R4 2.14 × 10−4 7.85 × 10−6 1.22 × 10−3 2.23

FCU R1/R2/R3 7.25 3.45 0.50 9.83
FCU R4 3.65 1.16 × 10−1 3.86 6.57 × 10−1

5.2.3. Optimization-Based Model Predictive Controller (MPCFCU)

An optimization-based MPC strategy (MPCFCU) is first proposed to decide on the
best time steps to turn on or off the FCUs the building is equipped with, according to the
principles previously discussed but extended. Not only the next time step is checked, but
also all the time steps in the prediction horizon of the MPC controller to decide when the
FCUs should be turned on or off. The objective function JFCU,z is defined as follows, for
both occupancy and non-occupancy periods (22):

JFCU,z = φ f QFCU,z + φrθr,z (22)

where QFCU,z is the heat delivered by the FCU room z is equipped with, θr,z is the air tempera-
ture constraint violation (in room z), and φ f and φr are coefficients (empirically determined).

QFCU,z is defined as follows (23), with Np the number of time steps per hour, Hp the
prediction horizon (i.e., 24 h), ρa the density of air, ca the heat capacity of air, Fs,z the flow
rate of the supply air entering room z, Tout

s,z the supply air temperature, and Tr,z the air
temperature in room z:

QFCU,z =
1

Np

Hp

∑
i=1

(ρacaFs,z(Tout
s,z (k + i)− Tr,z(k + i))) (23)

θr,z is defined as follows (24), with Hp as the prediction horizon, Tr,z as the air tempera-
ture in room z, Tmax

r as the maximum air temperature, Tmin
r as the minimum air temperature,

and λ as a coefficient allowing θr,z to be converted into a valid unit:

θr,z = λ

Hp

∑
i=1

((Tr,z(k + i)− Tmax
r )(Tr,z(k + i) > Tmax

r ) + (Tmin
r − Tr,z(k + i))(Tr,z(k + i) < Tmin

r )) (24)

The optimization problem, whose formulation is inspired by the work of Barata et al. [51]
dealing with maintaining the air temperature in the rooms of a house within acceptable
bounds and minimizing energy consumption, is defined as follows (25), with Y∗

FCU,z as
the best time steps to turn on or off the FCU room z is equipped with. During winter, the
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aim is to keep the temperature in the rooms of the building between Tmin
r = 20 ◦C and

Tmax
r = 22 ◦C in order to satisfy thermal comfort constraints. If the air temperature in room

z crosses a boundary, Equation (24) is used to calculate θr,z.

Y∗
FCU,z = arg min (JFCU,z) (25)

The optimization problem is solved using a genetic algorithm (GA). GAs are meth-
ods used for solving both constrained and unconstrained optimization problems. These
algorithms are based on a natural selection process that mimics biological evolution. A
population of individual solutions is repeatedly modified and evolves toward the optimal
solution of the problem.

5.2.4. Optimization-Free Model Predictive Controller (MPCFCU)

Optimization-based MPC strategies require large computation resources which makes
them hard to implement in situ. As a result, a computationally tractable optimization-free
MPC strategy (MPCFCU), which is inspired by the strategy proposed by Garnier et al. [25,52],
is proposed. The idea behind such a strategy is to check if turning on or off the HVAC
system at the next time step allows thermal comfort constraints to be satisfied and energy
consumption to be reduced. The MPCFCU strategy can be defined as an iterative approach
allowing the time at which the FCUs have to be turned on to reach a comfort temperature
or turned off depending on the period of the day, which can be an occupancy period or
a nonoccupancy period, to be identified. So, the strategy relies on checking at different
time steps if thermal comfort constraints are satisfied in case the FCUs are turned on.
During nonoccupancy periods, the FCUs are turned on as late as possible to satisfy thermal
comfort constraints when people arrive. During occupancy periods, the FCUs are turned
off as early as possible to satisfy thermal comfort constraints as long as the building is
occupied. For each room in the building, a possible time step to turn on or off the FCUs is
identified. This is the starting point of the process and, as not every time step is checked,
the associated computational cost is reduced. Indeed, the right time step to turn on or off
the FCUs is not too far from the identified time step. By identifying in advance the time
at which the FCUs have to be turned on or off, the energy consumption vector needed for
implementing the control strategy proposed for managing the building’s thermal resources
and the storage systems can be defined. Contrary to the PID controller (PIDFCU) which
tracks a temperature setpoint of 21 ◦C, the optimization-free MPC controller (MPCFCU),
just like the optimization-based MPC controller (MPCFCU), tries to satisfy thermal comfort
constraints (the comfort temperature is between 20 ◦C and 22 ◦C).

5.2.5. Results: Management of Thermal Comfort

In this section, the results of the study are presented. The PID-based strategy (PIDFCU)
and both MPC strategies (MPCFCU and MPCFCU) are evaluated in the simulation. The
simulations were run on a calculation server composed of two processors, Intel Xeon Gold
6230 @ 2.10 GHz with 20 cores and 40 threads, 512 Go of RAM, and an average CPU
mark of 26657. The time step is 10 min and, as a result, all the calculations have to be
performed in less than 10 min. Perfect forecasts are considered here. Let us note that
a parallel pool with 18 workers was used for the MPCFCU strategy, while the two other
strategies (i.e., PIDFCU and MPCFCU) do not rely on parallel computing. The so-called
workers are Matlab computational engines executing tasks depending on the assignment
given by the Parallel Computing Toolbox. The interested reader is referred to the Matlab
website for details on parallel computing using Matlab 2023a [54]. Regarding the TES (the
water entering the FCUs comes from the TES), the goal is to maintain the water in the
fourth layer at a temperature of at least 38 ◦C. The first layer of the tank is hotter but, due
to the distance between the storage room, which is at the top of the building, and the rooms
on the first floor, there is a drop in temperature. Taking a look at the data, one can observe
that the temperature of the water reaching the FCUs is above 36 ◦C. Let us note that the
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on-site PID controllers operate from 8 AM to 6 PM to ensure a temperature of 21 ◦C in the
rooms of the building at all time. The simulation parameters can be found in Table 3.

Table 3. Simulation parameters.

Room R1 R2 R3 R4

Number of people 1 1 4 16
Beginning/end of the occupancy period 8 AM/6 PM

Air temperature set point (occupancy/nonoccupancy period) 21 ◦C/none
Minimum/maximum air temperature (occupancy period) 20 ◦C/22 ◦C

Both MPC strategies (MPCFCU and MPCFCU) are able to identify the best time to turn
on the FCUs at the beginning of the day and turn them off before the end of the day. Thus,
the FCUs operate for less time and, as a result, energy consumption is reduced. There is
no air temperature constraint violation with these strategies. With the PID-based strategy
(PIDFCU), the FCUs are always turned on during the day, from 8 AM to 6 PM. However,
occupancy periods start at 8 AM, and because it takes time to heat the rooms, the comfort-
able temperature is not reached at the beginning of the occupancy periods, leading to an
air temperature constraint violation (Table 4). With the PID-based strategy (PIDFCU), the
constraint violation is about 20 min (on average) per day. Furthermore, letting the FCUs
turned on for the whole day is not necessary and results in a higher energy consumption.
That is why energy consumption is lower with both MPC strategies, as can be seen in
Table 5. Thanks to the ability to predict the best time to turn on or off the FCUs, thermal
comfort constraints are satisfied for all weather conditions and all rooms. Furthermore,
the heat delivered by the FCUs is reduced by 28% for room R4, 32% for both rooms R1
and R2, and 48% for room R3 for the three winter days, compared with the PID-based
strategy (PIDFCU). For the three spring days, it is reduced by 14% for room R3, 54% for
both rooms R1 and R2, and 59% for room R4. This significant reduction in energy con-
sumption observed during the spring season can be explained by the fact that outdoor
temperature is higher than during the winter season and close to the setpoint tempera-
ture. So, the FCUs do not have to be turned on for the whole day, as can be observed in
Figures 10 and 11. Results of both MPC strategies are exactly the same, but the compu-
tational cost, which is defined as the product of the simulation duration and the number
of workers, is significantly reduced (−98%) with MPCFCU, as can be seen in Table 6. As
previously mentioned, it should be noted that the MPCFCU strategy is based on using 18
workers in parallel, while the MPCFCU strategy is not. As a result, the MPCFCU strategy is
the one to choose for in situ implementation.

Table 4. Air temperature constraint violation (3-day simulation). PIDFCU: PID-based strategy.
MPCFCU: optimization-based MPC strategy. MPCFCU: optimization-free MPC strategy.

θr,z [◦C h−1]

Season Strategy R1/R2 R3 R4

PIDFCU 0.20 0.05 0.66
Winter MPCFCU 0 0 0

MPCFCU 0 0 0

PIDFCU 0.05 0.01 0.20
Spring MPCFCU 0 0 0

MPCFCU 0 0 0
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Table 5. Heat delivered by the FCUs (3-day simulation). PIDFCU: PID-based strategy. MPCFCU:
optimization-based MPC strategy. MPCFCU: optimization-free MPC strategy.

QFCU,z [kWh]

Season Strategy R1/R2 R3 R4

PIDFCU 2.2 2.2 15.6
Winter MPCFCU 1.5 1.3 11.4

MPCFCU 1.5 1.3 11.4

PIDFCU 1.3 1.5 7.6
Spring MPCFCU 0.6 1.2 3.2

MPCFCU 0.6 1.2 3.2

Table 6. Computational cost (3-day simulation). PIDFCU: PID-based strategy. MPCFCU: optimization-
based MPC strategy (18 workers are used in parallel). MPCFCU: optimization-free MPC strategy.
Calculation server used: two processors, Intel Xeon Gold 6230 @ 2.10 GHz with 20 cores and
40 threads, 512 Go of RAM, and an average CPU mark of 26,657.

Computational Cost

Season Strategy R1/R2 R3 R4

Winter
PIDFCU 34 47 23

MPCFCU 203,940 283,518 162,846
MPCFCU 5185 2754 2848

Spring
PIDFCU 36 81 22

MPCFCU 132,192 143,136 95,940
MPCFCU 2891 2827 3072
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Figure 10. PID-based strategy (PIDFCU) for the management of thermal comfort in room R4 (3-day
simulation). Tr,4: air temperature in room R4. To: outdoor temperature. Fs,4: supply air flow rate of
FCU 4. Ft,4: flow rate of the water circulating between the TES and FCU 4.
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Figure 11. Optimization-free/based MPC strategy (MPCFCU/MPCFCU) for the management of
thermal comfort in room R4 (3-day simulation). Tr,4: air temperature in room R4. To: outdoor
temperature. Fs,4: supply air flow rate of FCU 4. Ft,4: flow rate of the water circulating between the
TES and FCU 4.

5.3. Management of Thermal Resources

A review of approaches for the management of thermal resources is first presented. Ad-
vanced control strategies are needed to efficiently manage multienergy building-integrated
MGs equipped with heat pumps. Then, the strategies proposed to control the air-to-water
HP the LNEG pilot building is equipped with—these strategies are inspired by some of the
research works presented here—are described. The aim is to reduce both the associated
economic cost and the carbon footprint while ensuring that system constraints are satisfied.
Of course, electricity can be bought from the main grid in order to feed the HP but an idea
is to take advantage of the PV power generation surplus. By doing so, less electricity is
wasted, and both the associated economic cost and the carbon footprint are reduced.

5.3.1. Literature Review on Strategies for the Management of Thermal Resources

First, the role of heat pumps in smart grids and MGs is investigated, with a focus placed
on control approaches [28]. Nonpredictive control strategies (i.e., rule-based or planning
strategies) or predictive control strategies can be used. When properly controlled, heat
pumps can help ease the transition to a decentralized energy system and increase flexibility.
In [27], a review of control strategies for activating energy flexibility with heat pumps is
conducted. The paper focuses on rule-based and MPC strategies. According to Péan et
al., rule-based controllers are easy to implement and provide satisfactory performance,
whereas MPC controllers achieve better performance but implementation is complex. The
authors conclude that more experimental work has to be conducted and a thermal storage
system is necessary for activating the energy flexibility of buildings. In [55], the authors
investigate the effect of model mismatch on an MPC controller performance, when applied
to a solar heating system equipped with a heat pump. A genetic algorithm is used to
solve the optimization problem. The MPC strategy performs well in simulation, but load
shifting is less effective when implemented in situ. In addition, the results show that model
mismatch has a significant impact on control performance, and it does prevent effective
load shifting in specific situations. In [56], the authors report on a simulation-based study
and investigate the demand response potential of an MPC controller for space heating.
The MPC controller is compared with a PID one. The results indicate that economic MPC
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reduces both the total electricity cost and the hourly maximum consumption and shifts
consumption from on-peak to off-peak periods. However, it may cause an increase in
CO2 emissions. In contrast, a CO2-minimizing MPC reduces such emissions but the total
electricity costs are only marginally reduced. In addition, a shift in consumption from
off-peak to on-peak periods can be observed. In [57], an optimized heat pump control for
building heating is developed with the aim of minimizing power generation-related CO2
emissions. Weather and CO2 emission forecasts are used as inputs to an MPC controller.
The results indicate that CO2 emission savings can be achieved in well-insulated buildings
with floor heating. In addition, the authors highlight that both insulation and thermal mass
influence the achievable flexibility savings, especially for floor heating.

5.3.2. Existing PID and Rule-Based (RB) Controllers

The LNEG pilot building has two groups of systems (see Figure 9). The first group of
systems is composed of SCs and a hot water tank (HWT), managed using a PID controller
(PIDSC/HWT). The second group of systems is composed of an air-to-water HP and a
thermal energy storage (TES), managed using a PID controller (PIDHP) and a rule-based
controller (RBTES), respectively. In order to simulate this reference strategy, PID controllers
whose parameters are summarized in Table 7 were developed. The PID transfer function
is given by Equation (21) (see Section 5.2.2). The SCs supply heat to the HWT, which in
turn can supply heat to the TES. The water in the TES can also be heated using the HP.
Finally, the heat stored in the TES is supplied to the rooms via the FCUs. The temperature
of the fluid leaving the SCs (Tout

c ) is managed to reach 45 ◦C. The PID controller PIDHP
aims at regulating the flow rate of the HP and maximizing heat production. Regarding the
TES, two rules (RBTES) control the opening of the valves, thus enabling the choice of the
HP or the HWT to supply heat to the system. The TES is first heated until the temperature
of the water in the fourth layer—the temperature sensor is located in this layer—reaches
43 ◦C. The TES is heated again when the temperature of the water decreases below 38 ◦C.
In addition, the TES is heated thanks to the HWT if the temperature of the water in the
HWT is higher than the temperature of the water in the TES. Let us note that the HP can
only be turned on from 7 AM to 6 PM: because the occupancy periods start in the morning
at 8 AM, heat is stored in advance. There are some limitations in the functioning of the
system: (1) the operating range of the HP is not flexible; (2) the temperature thresholds are
imposed to heat the water in the TES with the HP; (3) and the HP operates most of the time
in the middle of the day, when electricity tariffs are higher.

Table 7. PID controllers for the management of thermal resources. SCs: solar collectors. HWT: hot water
tank. HP: heat pump. Kp: proportional gain. Ki: integral gain. Kd: derivative gain. N: filter coefficient.

System Kp Ki Kd N

SCs/HWT −2.84 × 10−4 −2.73 × 10−5 1.72 × 10−4 8.00 × 10−1

HP 2.87 × 10−5 4.14 × 10−6 4.24 × 10−5 2.67

5.3.3. Optimization-Based Model Predictive Controller (MPCHP/TES)

The aim behind the development of an MPC controller, whether it is optimization-
based (MPCHP/TES) or not (MPCHP/TES), is to control both the HP, which can operate from
7 AM to 6 PM and can be used to heat the water in the TES, and the TES. Let us note that the
PID controller used to manage both the SCs and the HWT (PIDSC/HWT) is integrated as it is
into the predictive management approach. The MPC controller must decide on the power
of the HP and the periods during which it operates while ensuring that the temperature of
the water in the fourth layer of the TES is higher than 38 ◦C during occupancy periods. The
strategy aims to take advantage of the PV power generation surplus and periods of low
electricity tariffs or periods of low CO2 emissions. Taking advantage of periods of low CO2
emissions in the control of a heat pump has already been put forward by Dahl Knudsen
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and Pettersen [56] and Leerbeck et al. [57]. The objective function JHP/TES is defined in the
following way (26):

JHP/TES =
1

Np

Hp

∑
i=1

(φaPm(k + i)× Cr(k + i) + φbPm(k + i)× Gr(k + i)) + φcθh (26)

where Np is the number of time steps per hour (the time step is 10 min), Hp is the prediction
horizon of the MPC controller (i.e., 24 h), Cr is the normalized economic cost, Gr is the
normalized CO2 emissions, and φa, φb, and φc are coefficients (empirically determined).

Pm is defined as follows, with PHP being the power of the HP and Ps being the PV
power generation surplus (27):

Pm(k + i) = PHP(k + i)− Ps(k + i), with Pm(k + i) ≥ 0 (27)

θh is defined as follows, with λ being a coefficient, Hp being the prediction horizon of
the MPC controller, and Te,4 being the temperature of the water in the fourth layer of the
TES (28):

θh = λ

Hp

∑
i=1

((38 − Te,4(k + i))× (Te,4(k + i) < 38)) (28)

The optimization problem is formulated in the following way, with P∗
HP the power

of the HP (29) given by solving this problem using, as for MPCFCU (see Section 5.2.3), a
genetic algorithm:

P∗
HP = arg min (JHP/TES) (29)

5.3.4. Optimization-Free Model Predictive Controller (MPCHP/TES)

With the optimization-free MPC strategy, the way occupancy and nonoccupancy
periods are handled differs, but the algorithm is similar to the one used for the management
of thermal comfort (see Section 5.2.3). Iterative research is used. During nonoccupancy
periods, the algorithm checks if the temperature of the water in the fourth layer of the TES
is higher than 38 ◦C for the whole occupancy period. Otherwise, the time step for which α
is the lowest is selected to use the HP. If the thermal constraint is satisfied, the algorithm
decides for this time step to turn on the HP. However, if the TES thermal constraint is not
satisfied, the algorithm looks for another time step to turn on the HP when α is low. During
occupancy periods, the algorithm checks different time steps to turn off the HP and verifies
if the TES thermal constraint is satisfied for the whole occupancy period. The closest time
step to the actual time step is checked first to turn off the HP; otherwise, future time steps
are checked to turn it off.

5.3.5. Results: Management of Thermal Resources

Let us note that a parallel pool with 18 workers was used for simulations involving the
MPCHP/TES strategy, whereas the two other management strategies do not rely on parallel
computing. The so-called workers are Matlab computational engines executing tasks
depending on the assignment given by the Parallel Computing Toolbox. The interested
reader is referred to the Matlab website for details [54]. The proposed MPC strategies are
capable of deciding the most suitable periods during the day to turn on the HP, while the
PID/rule-based (PIDHP/RBTES) strategy implemented in situ can only turn it on from 7 AM
to 6 PM. A comparison between the proposed MPC strategies and the PID/rule-based
strategy is made from an economical point of view and considering the computational
cost associated with their implementation. Simulations for three consecutive days were
performed, according to four different scenarios, and are defined as follows:

• Scenario 1: winter season, with a maximum GTI (measured with an angle of 45°) of
400 W m−2, and no PV power generation surplus used;
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• Scenario 2: winter season, with a maximum GTI (measured with an angle of 45°) of
400 W m−2, and a small part of the PV power generation surplus used;

• Scenario 3: spring season, with a maximum GTI (measured with an angle of 45°) of
800 W m−2, and no PV power generation surplus used;

• Scenario 4: spring season, with a maximum GTI (measured with an angle of 45°) of
800 W m−2, and an important part of the PV power generation surplus used.

Regarding the electricity bought from the main grid (see Table 8) and CO2 emissions
(see Table 9), both MPC strategies outperform the rule-based strategy. The economic cost is
divided by two at least. This can be explained by the fact that the PIDHP/RBTES strategy
takes advantage of the HP during the day while electricity prices and CO2 emissions are
higher than at night, while both MPC strategies are capable of anticipating these periods and
tend to use the HP when electricity prices and CO2 emissions are lower. Such interesting
behavior can be observed in Figures 12–14. It is worth noting that in case of a PV power
generation surplus, the amount of electricity bought from the main grid is divided by
two at least with the MPC strategies, as both strategies take into consideration the future
behavior of the system and how much heat will be provided to the TES, knowing that it is
not necessary to overheat it. With the PIDHP/RBTES strategy, the thermal constraints are
not always satisfied, which results in penalties, as can be seen in Table 10. For both MPC
strategies, the value of θT , i.e., the hourly average temperature (Te,4) constraint deviation, is
always 0. With the PIDHP/RBTES strategy, the constraint violation is about 2 h and 30 min
per day on average.

Table 8. Electricity bought from the main grid (3-day simulation). PIDHP/RBTES: PID/rule-
based strategy. MPCHP/TES: optimization-free MPC strategy. MPCHP/TES: optimization-based
MPC strategy.

Electricity Bought from the Main Grid [e]

Season Strategy No Use of PV Power
Generation Surplus

Use of PV Power
Generation Surplus

PIDHP/RBTES 26.36 21.91
Winter MPCHP/TES 14.08 12.34

MPCHP/TES 13.54 11.08

PIDHP/RBTES 13.41 7.53
Spring MPCHP/TES 0.42 0.42

MPCHP/TES 0.31 0.35

Table 9. CO2 emissions related to the electricity bought from the main grid (3-day simulation).
PIDHP/RBTES: PID/rule-based strategy. MPCHP/TES: optimization-free MPC strategy. MPCHP/TES:
optimization-based MPC strategy.

CO2 Emissions [kgCO2]

Season Strategy No Use of PV Power
Generation Surplus

Use of PV Power
Generation Surplus

PIDHP/RBTES 55.8 46.5
Winter MPCHP/TES 35.6 31.7

MPCHP/TES 32.3 27.8

PIDHP/RBTES 25.9 14.4
Spring MPCHP/TES 0.9 0.9

MPCHP/TES 0.7 0.7
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Figure 12. PIDHP/RBTES strategy (3-day simulation). Tw: temperature of the water in the hot water
tank (HWT). Tc: temperature of the fluid circulating in the SCs. Te,j: temperature of the water in the
layer j of the TES. Fh: flow rate of the water circulating between the HP and the TES. Fw: flow rate of
the water circulating between the HWT and the TES. Ft: flow rate of the water circulating between
the TES and the FCUs. Ps: PV power generation surplus. α: sum of normalized electricity tariffs and
normalized CO2 emissions. GTI: global tilted irradiance.
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Figure 13. MPCHP/TES strategy (3-day simulation). Tw: temperature of the water in the hot water
tank (HWT). Tc: temperature of the fluid circulating in the SCs. Te,j: temperature of the water in the
layer j of the TES. Fh: flow rate of the water circulating between the HP and the TES. Fw: flow rate of
the water circulating between the HWT and the TES. Ft: flow rate of the water circulating between
the TES and the FCUs. Ps: PV power generation surplus. α: sum of normalized electricity tariffs and
normalized CO2 emissions. GTI: global tilted irradiance.
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Figure 14. MPCHP/TES strategy (3-day simulation). Tw: temperature of the water in the hot water
tank (HWT). Tc: temperature of the fluid circulating in the SCs. Te,j: temperature of the water in the
layer j of the TES. Fh: flow rate of the water circulating between the HP and the TES. Fw: flow rate of
the water circulating between the HWT and the TES. Ft: flow rate of the water circulating between
the TES and the FCUs. Ps: PV power generation surplus. α: sum of normalized electricity tariffs and
normalized CO2 emissions. GTI: global tilted irradiance.

For most scenarios, the MPCHP/TES strategy outperforms both the MPCHP/TES strat-
egy and the PIDHP/RBTES strategy, as it relies on an optimization process and is able to
modulate the power consumption of the HP (between 0 and 4.84 kW) at each time step,
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making it more flexible to find the best solutions. The MPCHP/TES strategy can only find
the best time to turn on or off the HP (with a maximum power consumption of 4.84 kW),
but compared with the PIDHP/RBTES strategy, such a strategy is much more efficient. Re-
garding the economic cost, a difference ranging from 48% (in winter) to 96% (in spring)
can be observed between the MPCHP/TES strategy and the PID/RBHP/TES strategy. Re-
garding CO2 emissions, a difference ranging from 37% (in winter) to 95% (in spring) can
be observed between the MPCHP/TES strategy and the PIDHP/RBTES strategy. Regarding
JHP/TES (see Table 11), a difference ranging from 0 to 28% can be observed between both
MPC strategies. However, in case the MPCHP/TES strategy is used, the HP is turned on
and off repeatedly—this will affect its lifetime significantly—which is not the case with the
MPCHP/TES strategy. Regarding the computational cost (see Table 12), the MPCHP/TES strat-
egy is expensive compared with the MPCHP/TES strategy, for which this cost is significantly
reduced. Furthermore, keep in mind that the MPCHP/TES strategy uses a parallel pool with
18 workers, whereas the MPCHP/TES strategy does not rely on parallel computing. Thus,
the difference between both strategies is much higher. To conclude, from a computational
cost point of view, the MPCHP/TES strategy is the best choice for in situ implementation, as
it does not degrade the economic cost significantly.

Table 10. Hourly average temperature (Te,4) constraint deviation θT (3-day simulation).
PIDHP/RBTES: PID/rule-based strategy.

θT [◦C h−1]

Season Strategy No Use of PV Power
Generation Surplus

Use of PV Power
Generation Surplus

Winter PIDHP/RBTES 1.43 1.41
Spring PIDHP/RBTES 0.19 0.06

Table 11. Objective function JHP/TES (3-day simulation). PIDHP/RBTES: PID/rule-based strategy.
MPCHP/TES: optimization-free MPC strategy. MPCHP/TES: optimization-based MPC strategy.

Objective Function [JHP/TES]

Season Strategy No Use of PV Power
Generation Surplus

Use of PV Power
Generation Surplus

PIDHP/RBTES 1167.2 1080.1
Winter MPCHP/TES 252.7 222.0

MPCHP/TES 240.5 206.7

PIDHP/RBTES 310.9 150.9
Spring MPCHP/TES 6.7 6.7

MPCHP/TES 4.9 5.5

Table 12. Computational cost (3-day simulation). PIDHP/RBTES: PID/rule-based strategy.
MPCHP/TES: optimization-free MPC strategy. MPCHP/TES: optimization-based MPC strategy. Calcu-
lation server used: two processors Intel Xeon Gold 6230 @ 2.10 GHz with 20 cores and 40 threads,
512 Go of RAM and an average CPU mark of 26,657. ⋆ 18 workers in the parallel pool.

Computational Cost

Season Strategy No Use of PV Power
Generation Surplus

Use of PV Power
Generation Surplus

Winter

PIDHP/RBTES 126 179
MPCHP/TES 2824 2566
MPCHP/TES 3,280,284 ⋆ 3,229,758 ⋆

Spring

PIDHP/RBTES 157 176
MPCHP/TES 1950 2669
MPCHP/TES 2,788,524 ⋆ 2,589,102 ⋆
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6. Conclusions and Outlook

A predictive EMS for the management of thermal resources and users’ thermal comfort
in a public building equipped with a multienergy MG is presented in this paper. The EMS,
developed in the framework of the Interreg SUDOE project IMPROVEMENT, relies on
model predictive control. The project, which ended in May 2023, aimed at promoting
multienergy MGs as a relevant solution to turn public buildings with critical loads into net-
zero-energy buildings. In this context, optimization-based/free model predictive control
algorithms were developed and validated in simulation, using data collected in a public
building located in Lisbon, Portugal, equipped with a multienergy MG. The interconnection
between the thermal part and the electrical part of the MG is managed by taking advantage
of a possible PV power generation surplus to feed the heat pump. The reference strategy,
which is the strategy currently used in the real building, is PID/rule-based. Both MPC
strategies outperform the reference strategy, providing significant reductions in energy
consumption, economic cost, and CO2 emissions. In addition, it is worth noting that all the
system constraints are satisfied with both strategies.

Regarding the management of users’ thermal comfort, the simulations highlight that
the PID/rule-based strategy used to control the fan coil units is not always capable of
ensuring thermal comfort, whereas both MPC strategies are successful when it comes to
satisfying thermal comfort constraints in the rooms. The optimization-free MPC strategy
used to control the fan coil units is as effective as its optimization-based counterpart but has
a lower computational cost, making this strategy the best choice for in situ implementation.
Regarding the management of thermal resources, the optimization-free MPC strategy
used to control both the heat pump and the thermal energy storage is very effective,
compared with the PID/rule-based strategy, even if the most effective strategy is the
optimization-based MPC strategy. However, the optimization-free MPC strategy has much
lower computational cost compared with its optimization-based counterpart, which in
addition tends to degrade the heat pump lifetime. The optimization-free MPC strategy
used to control both the heat pump and the thermal energy storage is a very good candidate
for in situ implementation.

The in situ implementation of control algorithms involves many challenges, among
which managing computational complexity. As a result, optimization-free MPC controllers
were developed to cope with limited computational resources and real-time constraints.
In addition, in situ implementation requires real-time access to measurements. In case
key physical quantities are not measured, in situ implementation can be difficult to realize.
That is why an advanced metering infrastructure is needed to support such an implemen-
tation effort. A programmable logic controller (PLC) with advanced features is needed
as well. Additionally, the choice of a low-level programming language for embedded
systems should align with the specific requirements and constraints of the project. In
case disturbances are forecasted using deep learning, large and consistent datasets are
required. Preprocessing the data—to remove outliers or in case of missing data—is essential
to achieve good training results and sufficient generalization ability.

Future work will first focus on implementing in situ the control algorithms developed.
Due to various technical issues—among which are a closed PLC platform and a difficult
installation of the metering devices—this could not be achieved during the project. Turning
those algorithms into a software solution is required. In addition, a simplified model of the
building-integrated MG should be used so that the implementation process will be easier.
Also, the control strategy will be evaluated in a situation where the MG is disconnected
from the main grid (intentional islanding is planned in advance), and focus will be put on
its ability to satisfy critical loads. The addition of electric vehicles will be considered as
well, and the predictive management of the batteries the vehicles are equipped with will
be addressed.
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CCHP Combined cooling, heating and power
CPU Central processing unit
CRE Commission de Régulation de l’Energie
CSP Combined solar and power
DER Distributed energy resource
DSM Demand side management
EDF Electricité de France
EMG Electrical microgrid
EMS Energy management system
FCU Fan coil unit
GA Genetic algorithm
GHI Global horizontal irradiance
GTI Global tilted irradiance
HP Heat pump
HVAC Heating, ventilation, and air-conditioning
HWT Hot water tank
IEC International Electrotechnical Commission
ISO International Organization for Standardization
LNEG Laboratório Nacional de Energia e Geologia
MG Microgrid
MPC Model predictive control
nRMSE Normalized root-mean-square error
nZEB Net-zero-energy building
PEMS Predictive energy management system
PID Proportional–integral–derivative
PI Proportional-integral
PMV Predicted mean vote
PV Photovoltaics
RAM Random-access memory
RB Rule-based
RMSE Root-mean-square error
SC Solar collector
SUDOE Southwestern Europe
TES Thermal energy storage
WP Work package
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