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Abstract: The analysis of students’ attitudes and perceptions represents a basis for enhancing different
types of activities, including teaching, learning, assessment, etc. Emphasis might be placed on the
implementation of modern procedures and technologies, which play an important role in the process
of digital transformation. Among them is artificial intelligence—a technology that has already been
found to be applicable in various sectors. When it comes to education, several AI-based tools and
platforms can be used by students and teachers. Besides offering customized learning experiences, AI
may play a significant part in establishing the concept of sustainability, especially when concerning
the achievement of sustainable development goal 4. This paper investigates students’ intention to use
artificial intelligence in education, taking three predictors from the UTAUT model and AI awareness
as the moderator. The analysis included students from the Autonomous Province of Vojvodina,
Republic of Serbia. For the purpose of the research, the partial least squares structural equation
modeling (PLS-SEM) method was applied. Hereby, two models (without and with a moderator)
were tested to examine the main and moderating effects, respectively. Regarding the results, while
interaction terms were non-significant, the impacts of performance expectancy, effort expectancy, and
social influence on behavioral intention were significant and positive.

Keywords: behavioral intention; UTAUT; artificial intelligence; education; digital transformation;
AI awareness

1. Introduction

The emergence of online courses and education platforms and the increase in domestic
and global competition put higher education institutions in a complex position with many
challenges [1]. In such an environment, those institutions, like any other business entity,
should pay attention to their clients, i.e., students [2]. Hence, the delivery of service quality
can be considered an important task for higher education institutions [3]. To become more
student-oriented and improve the learning process, a greater emphasis should be placed
on students’ perceptions of educational services and on the understanding of how they
learn [2,4]. Bearing in mind that technology has an important role in the educational and
learning process, several studies investigated students’ intentions toward its use [5,6].

Different types of technologies can be applied in higher education, whereas in the
past few years, there has been a growing interest in artificial intelligence (AI). AI can be
defined as “systems that display intelligent behavior by analyzing their environment and
taking action—with some degree of autonomy—to achieve specific goals” [7] (p. 1). It is
being implemented in various organizations and sectors with the aim of optimizing their
effectiveness and efficiency [8].
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When it comes to education, artificial intelligence can have an important role in
the process of digital transformation (DT) [9]. DT refers to changes in an organization
stimulated by the integration of digital technologies in its various sectors, whereby it
overcomes the simple implementation of new technologies, implying alignment between
three factors—human, technological, and organizational [10]. In education, digital transfor-
mation considers new ways of connecting data, people, and processes in modern digital
conditions, intending to create a better environment and prepare for future challenges [11].
Regarding higher education institutions, DT can bring several practical benefits reflected in
the improvement of the training process related to the creation of a good workforce; the
facilitation of universities’ internal governance; the prediction and management of different
organizational, educational, and scientific issues; and the personalization of learning and
other benefits to students [12]. In this context, AI represents one of the factors impacting
the establishment of the digital education infrastructure [12]. Chassignol et al. [13] singled
out four main areas that could be influenced by artificial intelligence: content, teaching
methods, assessment, and communication. Among these, they presented several tools
and platforms designed for personalized learning. In addition, Holmes and Tuomi [14]
distinguished three categories of AI tools that can be applied in education, depending on
who the focus is on—whether it is on the student, teacher, or institution. Hereby, in the
case of student-focused AI, it should be noted that besides technologies that have been
repurposed for education—such as Google Docs and Sheets—and some social networking
platforms (WhatsApp and WeChat) and content-sharing platforms (YouTube and TikTok),
there are AI-assisted technologies especially developed for students: “intelligent tutoring
systems, AI-assisted apps, AI-assisted simulations, AI to support learners with disabili-
ties, automatic essay writing, chatbots, automatic formative assessment, learning network
orchestrators, dialogue-based tutoring systems, exploratory learning environments, and
AI-assisted lifelong learning assistants” [14] (p. 551). As mentioned in the research of Rahi-
man and Kodikal [15], AI technologies offer students attractive and customized learning
experiences, allowing them to understand complex theories and solutions more effectively.

The use of artificial intelligence in education can have an important role in establishing
the concept of sustainable development. This is particularly related to achieving sustainable
development goal 4 (SDG 4), which refers to “equal learning opportunities for all through-
out life” [16] (p. 12). Artificial intelligence technologies can make education more equitable
and accessible, especially for underserved or marginalized communities [16,17]. In addi-
tion, AI can contribute to green or environmental education, i.e., the type of education
focused on providing individuals with knowledge and values associated with sustain-
ability and environmental topics, such as climate change, the lack of resources, etc. [17].
Its technology can be applied to help people better comprehend the importance of the
previously mentioned themes and behave following the sustainable use of resources [17].

Taking into account the unavoidable influence of artificial intelligence and the need
for a better understanding of students’ requirements, this research was focused on their
behavioral intention to use AI in education. For this purpose, several technology acceptance
theories can be applied, such as the unified theory of acceptance and use of technology
(UTAUT), the technology acceptance model (TAM), the value-based adoption model (VAM),
and the theory of planned behavior (TPB) [18]. Among them, the theory that has been
widely used for analyzing individual behavior concerning new technologies and covering
different contexts refers to the unified theory of acceptance and use of technology [19].
Regarding artificial intelligence, the UTAUT model (with certain modifications and/or
in combination with other theories) was implemented to examine behavior from various
aspects, including virtual reality tourism [19], hotel in-room voice assistants [20], chatbot-
based services [21], Open AI’s ChatGPT [22], AI-CRM systems [23], and AI-based medical
devices [24], as well as the intention toward AI technology use among recruiters [25,26],
librarians [27], managers [28], risk professionals [29], and truck drivers [30].

Similar research has been conducted in the sector of education, and some of these
studies are presented in the literature review section. Following those studies, the concep-
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tual model and hypotheses were set. To the authors’ knowledge, this is the first research
related to the behavioral intention toward AI that, besides the main UTAUT predictors,
includes AI awareness as a moderator. In addition to the mentioned novelty concerning the
previous UTAUT applications, it can be added that studies regarding AI usage in education
are scarce in the domestic context. After explaining the methodological part of the research,
the obtained results and the discussion are presented. The research ends with conclusions,
which include certain managerial implications.

2. Literature Review and Hypotheses Development
2.1. Students’ Intention toward AI

As in many other sectors, artificial intelligence has been the subject of analysis in
education. It was examined from different perspectives, whereas the attention was often
dedicated to students’ intention to learn AI [8,31–34], as well as studies in which the
emphasis was on teachers’ intention to teach or prepare students for AI [35,36].

Several studies investigated the intention of students to use artificial intelligence in
education. Many of them applied the unified theory of acceptance and use of technology, as
does the research of Alzahrani [37]. This study included seven variables, whereby students’
behavioral intention was examined concerning their attitude, awareness, and facilitating
conditions. Among the others, Alzahrani [37] investigated the effects of perceived risk,
performance expectancy, and effort expectancy on students’ attitudes.

Chatterjee and Bhattacharjee [38] investigated the adoption of AI in higher education
by relying on several theories and models, including the UTAUT. They analyzed the
effects of attitude and facilitating conditions on behavioral intention, as well as the effect
of behavioral intention on AI adoption. In addition, their analysis included three more
variables—perceived risk, performance expectancy, and effort expectancy. Hereby, besides
students, the research covered teachers and administrative staff.

The UTAUT model with certain changes was applied by Ragheb et al. [39]. Their
focus was on students’ behavioral intention toward the adoption of chatbot technology
in higher education. They investigated its three determinants (performance expectancy,
effort expectancy, and social influence), whereby certain demographic factors were used
as moderators.

Wu et al. [40] combined the UTAUT and the theory of perceived risk, which resulted
in a model with six factors influencing students’ willingness to accept an AI-assisted
learning environment. Hereby, three factors (performance expectancy, effort expectancy,
and social influence) were taken from the UTAUT model, while three factors (functional
risk, psychological risk, and social risk) were based on the theory of perceived risk.

To examine the acceptance of ChatGPT by university students, Romero-Rodríguez
et al. [41] used the constructs from the Unified Theory of Acceptance and Use of Technology
2 (UTAUT2) model. Regarding the students’ behavioral intention, its main antecedents
were effort expectancy, facilitating conditions, habit, hedonic motivation, performance
expectancy, price value, and social influence. Moreover, Romero-Rodríguez et al. [41]
analyzed the influence of experience on students’ behavioral intention, as well as the effect
of the behavioral intention on user behavior.

Besides the UTAUT, the Technology Acceptance Model (TAM) was also applied to
examine students’ intentions toward AI. Yu [42] investigated students’ behavioral intention
to use next-generation information technology (which includes AI) in intelligent foreign-
language learning by proposing a research model mostly based on TAM. In addition to
behavioral intention, it consisted of four more variables: construction of foreign language
intelligence classroom, computer self-efficacy, perceived usefulness, and perceived ease of
use. When analyzing college students’ intention to use AI in their learning, Le Dang [43]
relied on factors derived from the Technology Acceptance Model, the Technology Readiness
Model (TR), and the Technology Readiness and Acceptance Model (TRAM). Behavioral
intention was set as a dependent variable affected by perceived usefulness and perceived
ease of use. On the other hand, the previously mentioned two independent variables
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were influenced by optimism about AI technology, AI technology innovativeness, and
discomfort with AI technology.

In addition to focusing on intention, there are studies that covered different behav-
ioral aspects of students concerning AI technology. The research of Buabbas et al. [44]
dedicated attention not only to the willingness to use AI in medical education but also to
other students’ perceptions regarding AI, such as those related to its impacts, limitations,
terminologies, basic principles, teaching, etc. Almaraz-López et al. [45] also examined
perceptions and attitudes regarding AI among students at the Faculty of Economics and
Business Management and the Faculty of Education. The emphasis of their study was on
the importance of artificial intelligence concerning their professional future; the level of
understanding of AI technology, including its computational principles, nomenclature, and
limitations; the ability to use AI tools for professional purposes; and the level of reception
of AI teaching.

2.2. Conceptual Model and Hypotheses

As previously presented, the UTAUT model has been applied by many researchers
when examining students’ intentions to use AI technology. It was formulated by Venkatesh
et al. [46] after they reviewed eight different models. The UTAUT model consists of three
direct determinants (performance expectancy, effort expectancy, and social influence) of
intention. Along with facilitating conditions, they represent the direct determinants of
usage. In addition, the model includes four moderators.

Bearing in mind that the UTAUT can be considered a useful tool for assessing “the
likelihood of success for new technology introductions” [46] (p. 426), this research was
based on its application. Following similar studies [39,40], the focus was on core UTAUT
determinants of behavioral intention [46]: performance expectancy (the level of an individ-
ual’s perception that technology will have a positive effect on her or his work performance),
effort expectancy (the level of ease related to the use of the technology), and social influ-
ence (the level of an individual’s perception that others believe she or he should use the
technology). Consequently, three hypotheses were tested:

H1. Performance expectancy positively affects students’ intention to use AI in education.

H2. Effort expectancy positively affects students’ intention to use AI in education.

H3. Social influence positively affects students’ intention to use AI in education.

Besides the main UTAUT determinants of behavioral intention, this research included
an additional variable—awareness. In this context, following Collins’s [47] definition,
awareness can be considered the extent to which students are likely to be familiar with
artificial intelligence.

Abubakar and Ahmad [48] proposed the use of technology awareness as a moderator
of relations between intention and its predictors. Hence, stronger relations between UTAUT
independent variables and behavioral intention could be expected for those individuals
who have high technology awareness than for those with a low level [49]. Some moderat-
ing effects of awareness were detected in UTAUT-based studies associated with students’
intention to use 4.5G mobile phones [50] and employees’ willingness to use mobile ap-
plications [51]. Taking into account the previously mentioned hypotheses, three more
hypotheses were tested:

H4. AI awareness moderates the effect of performance expectancy on students’ intention to use AI
in education.

H5. AI awareness moderates the effect of effort expectancy on students’ intention to use AI
in education.
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H6. AI awareness moderates the effect of social influence on students’ intention to use AI
in education.

All research variables, including relations between them, are presented in Figure 1.
Hereby, solid lines represent direct relations, while dashed lines represent moderation.
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3. Research Methodology

The research was based on a convenience sample consisting of 356 undergraduate and
master’s students from the Autonomous Province of Vojvodina, Republic of Serbia. From
the aspect of gender, more than 60% were female, with the mean age being around 22 years.
A larger number of female respondents was expected, bearing in mind that, when it comes
to the Vojvodina region, more female than male students enrolled in studies in each of the
three consecutive years (2020/2021, 2021/2022, and 2022/2023) [52–54].

Regarding the sample size, the approach related to the minimum R2 value was ap-
plied [55]. Hence, taking into account that there were three predictors of behavioral
intention, the minimum sample size needed to detect an R2 value of at least 0.25 (with a
significance level of 5%) should be 37. Moreover, besides exceeding this threshold, the
size of our sample met the criterion based on the “10 times rule”—it is greater than 30,
i.e., 10 times the number of arrowheads (3) pointing at a dependent variable (behavioral
intention) [55].

For collecting data, we used a questionnaire that did not include any sensitive issues
that might be connected to respondents’ integrity. The survey was anonymous, and
respondents were also informed of that issue. The questionnaire was administered online,
with professors from various faculties at the University of Novi Sad asking students to
participate in a survey on a topic deemed important for the future of higher education. The
research was conducted in 2024.

In addition to information related to the respondent’s gender and age, the question-
naire included items for measuring model variables. Hereby, for measuring performance
expectancy, we used five items (PE1, PE2, PE3, PE4, and PE5) adjusted from Venkatesh
et al. [46], Chatterjee and Bhattacharjee [38], and Wu et al. [40]; for measuring effort
expectancy, we used five items (EE1, EE2, EE3, EE4, and EE5) according to Venkatesh
et al. [46] and Wu et al. [40]; for measuring social influence, we used five items (SI1, SI2,
SI3, SI4, and SI5) according to Venkatesh et al. [46] and Wu et al. [40]; for measuring AI
awareness, we used three items (AW1, AW2, and AW3) adjusted from Collins [47] and
Raub and Blunschi [56]; and for measuring behavioral intention, we used three items
adjusted from Venkatesh et al. [46]. It should be noted that all items were adapted to refer
to artificial intelligence.

Each variable was modeled as a reflective construct (Figure 2). Due to their latent
nature, for testing hypothesized relations, partial least squares structural equation modeling
(PLS-SEM) was used. PLS-SEM is a type of SEM that refers to advanced statistical methods
of a second generation, based on combining elements of regression and factor analysis; it is
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particularly suitable for investigating latent variables (constructs) indirectly assessed by
indicator variables [55].
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When testing Hypotheses H1–H3, i.e., the direct-main effects of the three UTAUT
predictors on behavioral intention, the moderator should be excluded from the model.
“This is because the interpretation of the effect changes when a moderator is included in
the model” [57] (p. 334). Hence, at first, we assessed the model without the moderator and
estimated the reliability and validity of the reflective constructs by analyzing [55]:

• indicator reliability (by examining outer loadings),
• internal consistency reliability (by examining Cronbach’s α and composite reliability

(CR)),
• convergent validity (by examining the average variance extracted (AVE)), and
• discriminant validity (by examining Fornell–Larcker and HTMT criterion).

Thereafter, we conducted a bootstrapping procedure and examined path coefficients,
including the levels of their significance.

After that, the model was extended with the AI awareness construct, which was con-
nected with the previously examined relations. The new model was also assessed relating
to the constructs’ reliability and validity. Regarding moderating effects, i.e., Hypotheses
H4–H6, we analyzed the level of significance and the f 2 effect size of the interaction terms,
as well as the slope plots, by using graphical illustrations [55]. All analyses were conducted
using SmartPLS4 software.

4. Results

Table 1 presents the quality criteria related to the base model consisting of four con-
structs (performance expectancy, effort expectancy, social influence, and behavioral in-
tention) without the moderator (awareness). As can be seen, all obtained values are
satisfactory—outer loadings for all items were higher than 0.70; values of AVE were higher
than 0.50; and values of CR and Cronbach’s α for all four constructs were above 0.70.



Sustainability 2024, 16, 3554 7 of 15

Table 1. Indicator reliability, internal consistency reliability, and convergent validity.

Constructs and Items Loadings AVE CR Cronbach’s α

Performance expectancy 0.700 0.921 0.893
PE1 0.841
PE2 0.856
PE3 0.838
PE4 0.866
PE5 0.780

Effort expectancy 0.668 0.909 0.875
EE1 0.783
EE2 0.754
EE3 0.851
EE4 0.846
EE5 0.846

Social influence 0.641 0.899 0.859
SI1 0.801
SI2 0.729
SI3 0.821
SI4 0.854
SI5 0.792

Behavioral intention 0.920 0.972 0.956
BI1 0.967
BI2 0.971
BI3 0.939

Discriminant validity was also established, as shown in Tables 2 and 3. Regarding the
Fornell–Larcker criterion, the square root of each construct’s AVE (presented on the diago-
nal) was greater than the correlations between constructs (presented in the corresponding
row and column). In addition, all HTMT values were below the threshold value of 0.85.

Table 2. Fornell–Larcker criterion.

BI EE PE SI

Behavioral intention (BI) 0.959

Effort expectancy (EE) 0.569 0.817

Performance expectancy (PE) 0.694 0.593 0.837

Social influence (SI) 0.457 0.379 0.400 0.800

Table 3. HTMT criterion.

HTMT

Effort expectancy <-> Behavioral intention 0.620

Performance expectancy <-> Behavioral intention 0.747

Performance expectancy <-> Effort expectancy 0.665

Social influence <-> Behavioral intention 0.504

Social influence <-> Effort expectancy 0.437

Social influence <-> Performance expectancy 0.457

Figure 3 presents the main effects and p-values obtained after the bootstrapping
procedure. All three predictors (performance expectancy, effort expectancy, and social
influence) had a positive and significant impact on behavioral intention, confirming the
first three hypotheses.
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When it comes to multicollinearity, VIF values lower than 5 indicate no issues. More-
over, it should be noted that the R2 value was 0.545, while the Q2

predict value was above 0.
After assessing main-effect relations, we added AI awareness as a moderator. The

extended model was then tested following previously used criteria. Since they were
all satisfactory, the subject of the analysis was interaction terms. Their coefficients and
significance levels are presented in Figure 4.
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While coefficients presented in Figure 3 are named the main effects (when there is no
moderator in the model), coefficients related to direct impacts of performance expectancy,
effort expectancy, and social influence on behavioral intention, presented in Figure 4 (when
a moderator is included in the model), are called simple effects [55]. They were positive,
as were all three interaction effects. Thus, if the mean value of AI awareness increases by
one standard deviation, relations between performance expectancy, effort expectancy, and
social influence on one side and behavioral intention on the other would increase to values
of 0.553 (0.529 + 0.024), 0.158 (0.111 + 0.047), and 0.154 (0.112 + 0.042), respectively.

However, opposite to simple effects, interaction effects had p-values higher than 0.05.
In addition, none of them had an f 2 of 0.005 or higher, which is the lower bound for a
weak effect size in moderation [57]. Slope plots presented in the following figures also
confirm that there are no significant moderation effects regarding AI awareness—lines
representing relations between performance expectancy and behavioral intention (Figure 5),
effort expectancy and behavioral intention (Figure 6), and social influence and behavioral
intention (Figure 7) at three levels of AI awareness (its mean, −1 standard deviation,
+1 standard deviation) are almost parallel. Thus, Hypotheses H4–H6 were not supported.
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5. Discussion

The research results have shown that all three UTAUT predictors had positive and
significant effects on students’ behavioral intention to use AI in education. Among them,
the largest coefficient was recorded in the case of performance expectancy. The positive
effect of this variable on behavioral intention was also obtained in similar studies [39–41].
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This relation implies that students perceived that their intention to use artificial intelligence
mostly depends on its positive influence on their performance in education. In other words,
students’ intention is positively influenced by their perceptions that AI could increase their
attention in class, improve their learning attitudes, and be useful for activities regarding the
preparation of educational content, learning, and task accomplishment. These results can
be understood as new insights into the previous research of Serbian students [58] (p. 18),
according to which “AI and machine learning can help students develop customized
learning skills and provide a collaborative learning environment”.

The result related to the positive effect of effort expectancy on behavioral intention
is consistent with the studies of Wu et al. [40] and Ragheb et al. [39]. Hence, students’
intention toward AI is positively influenced by their level of ease in learning, understanding,
and using artificial intelligence. So, it can be expected that students who are more skillful
and find it easier to interact with AI technology will be more intent on using it in education.
The results can also be treated as a confirmation of previous domestic students’ research,
according to which a learning environment being research-friendly is of great importance
to them [59].

The positive impact of social influence on behavioral intention to use AI in education
was in line with similar research [39,40]. This means that students’ intention toward
artificial intelligence significantly depends on the level of their perceptions that others
believe they should use this type of technology. Influential groups may include fellow
students, teachers, higher education institutions, and their management.

It can be added that previous research in Serbia also highlights that the positive
potential outcomes of the use of AI in education are also perceived by the professors [60].

Although there were certain suggestions for using awareness as a moderator when
it comes to relations between UTAUT predictors and behavioral intention [48,49], in this
research, no moderating effect associated with AI awareness was significant.

6. Conclusions

Like in many other service sectors, education is also under the influence of various
factors, including technological development. In the last few decades, the education sector
has been affected by digital transformation, which can bring many improvements, not only
management-related but also improvements associated with learning, teaching, assessment,
and scientific activities [12]. Digitalization of education is based on the implementation of
modern digital technologies, and it fosters the “development of knowledge” [9]. Among
them, artificial intelligence has been particularly relevant in recent years. The application
of its tools and platforms can influence different activities (such as learning, teaching,
and assessment) by bringing benefits not only to students but to teachers as well. Some
student-focused AI technologies are intelligent tutoring systems (ITS), automatic formative
assessment, chatbots, etc. The application of artificial intelligence can be of great importance
in achieving sustainable development goal 4, which is related to the provision of equal
opportunities when it comes to learning. Also, it may induce green or environmental
education and affect students’ behavior in a way that they take care of the environment
and use resources more efficiently.

Taking into account that the examination of students’ perspectives represents an
important step in implementing new procedures and solutions, their intention toward the
use of artificial intelligence in education was analyzed by relying on the UTAUT model.
Hereby, compared to similar AI studies based on the UTAUT approach, besides the main
antecedents of behavioral intention, our model included AI awareness as a moderator. All
three predictors (performance expectancy, effort expectancy, and social influence) positively
and significantly influenced students’ intention to use AI, whereby the largest coefficient
was detected in the case of performance expectancy. Therefore, the acceptance of AI
technology from the students’ aspect greatly depends on their perceptions concerning the
positive impact of AI on their performance and the level of ease of its use. Moreover, the
influence of other people, including fellow students, teachers, and institution management,
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was also relevant regarding behavioral intention toward AI. However, contrary to the main
predictors, moderation concerning AI awareness was not confirmed.

Following the obtained results, i.e., students’ perceptions, certain recommendations
could be provided for educational institutions that plan to implement AI technology.
Considering the positive effect of performance expectancy, the focus of those institutions
should be on promoting the benefits of artificial intelligence and introducing its advantages
to students in order to enhance their intention to use it. Additionally, to familiarize
students with new AI tools and decrease the effort associated with their application, certain
workshops and lectures can be held. Bearing in mind social influence, besides teachers,
experts and students who already have significant experience in the field of AI could also
participate in those events.

In addition to students’ perspectives, other aspects related to the use of AI in education
should be covered. Teachers, as important stakeholders, should also be introduced to the
usage of AI technology. Hence, higher education institutions should motivate them to
attend AI seminars and conferences, where they can learn about advantages, the way of
use, and potential threats related to AI tools; nevertheless, educational institutions could
organize their own events associated with the implementation of artificial intelligence in
education. In this way, teachers would be prepared to use AI tools and to make it easier for
students to apply this type of technology.

Adequate support for the process of digital transformation in education based on AI
should be provided by policymakers. With their involvement on national, regional, and/or
local levels, it would be much easier for educational institutions to develop and implement
different AI projects, which may include connecting with other (domestic and/or foreign)
institutions, the exchange of students and staff, etc. Moreover, policymakers may have an
important role when it comes to the provision of financial support. This can come from
different sources, including government grants, private donations, research funding, and
partnerships with technology companies. Furthermore, it may involve funding research
projects on AI applications in learning or providing grants for educational institutions
to purchase AI software or tools, as well as offering training programs for educators to
integrate AI technology into their teaching practices. In recent years, governments in
countries such as the United States and the United Kingdom have been heavily investing
in the development of technological instruments based on AI in classroom settings [61].
Also, there are various EU national strategies in terms of resource allocation, and most
of them include packages of investment in AI initiatives through the National Fund [62].
These investments may be directed toward ongoing efforts (current investments) or plans
(future investments). Likewise, with government support, policymakers could provide
funding to local startups or research institutions that are focused on creating new AI tools
or applications [63]. Therefore, it is essential to favor investments in AI technology in
education to enable equitable access to high-quality learning opportunities and to have a
competitive education system based on new technologies.

Hence, in future research, the emphasis could be put on the financial aspect of consid-
ering the application of AI in education. Moreover, other stakeholders (teachers, employees,
and policymakers) could be included as well. From the aspect of the implemented model,
moderation or mediation analysis could be added based on demographic factors, techno-
logical readiness, or institutional support.
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59. Kuleto, V.; Ilić, M.; Dumangiu, M.; Ranković, M.; Martins, O.M.D.; Păun, D.; Mihoreanu, L. Exploring Opportunities and
Challenges of Artificial Intelligence and Machine Learning in Higher Education Institutions. Sustainability 2021, 13, 10424.
[CrossRef]
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