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Abstract: The challenges inherent in field validation data, and real-world light detection and ranging
(lidar) collections make it difficult to assess the best algorithms for using lidar to characterize forest
stand volume. Here, we demonstrate the use of synthetic forest stands and simulated terrestrial
laser scanning (TLS) for the purpose of evaluating which machine learning algorithms, scanning
configurations, and feature spaces can best characterize forest stand volume. The random forest
(RF) and support vector machine (SVM) algorithms generally outperformed k-nearest neighbor
(kNN) for estimating plot-level vegetation volume regardless of the input feature space or number
of scans. Also, the measures designed to characterize occlusion using spherical voxels generally
provided higher predictive performance than measures that characterized the vertical distribution of
returns using summary statistics by height bins. Given the difficulty of collecting a large number
of scans to train models, and of collecting accurate and consistent field validation data, we argue
that synthetic data offer an important means to parameterize models and determine appropriate
sampling strategies.

Keywords: forest; terrestrial laser scanning; volume estimation; synthetic point clouds; forest monitoring

1. Introduction

Forests are one of the most biologically diverse terrestrial ecosystems globally. Con-
sequently, they play a vital role in ecosystem processes, support numerous biological
communities, offer a wealth of natural resources, and mitigate climate change through
carbon sequestration and storage [1–3]. Furthermore, their physical attributes, including
the quantity and arrangement of their biomass, influence how wildfires behave in natural
areas [4,5]. Since the complexity of forest ecosystems and the associated numerous inter-
actions contribute to a wide array of ecosystem processes that are essential for the health
of the planet and its inhabitants, there is a need for accurate information for quantifying
forest resources and monitoring their dynamics [6,7]. With recent advancements in remote
sensing technologies, there have been considerable improvements in retrieving forest pa-
rameters. In particular, lidar (light detection and ranging) systems can characterize the
three-dimensional structure of forests and provide estimates of key forest attributes [2,8,9].

Estimating tree- or plot-level characteristics is often accomplished using empirical or
supervised learning methods, such as linear regression or machine learning. These methods
require reliable, consistent, and unbiased reference data in order to yield trustworthy
predictions of variables of interest [10,11]. Machine learning methods explored in this
study, and described in more detail below, include the k-nearest neighbor (kNN), random
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forest (RF), and support vector machine (SVM) algorithms. kNN assigns a new data point
to the majority class of its k nearest neighbors within the feature space based on a measure
of distance. RF is an ensemble learning algorithm that combines multiple decision trees. It
is applicable to both classification and regression tasks and is robust to a complex, high
dimensional feature space. Similarly, SVM is applicable to both regression and classification
tasks. It attempts to define an optimal hyperplane and is capable of modeling non-linear
relationships [12,13].

It is not always practical, easy, or even possible to collect an adequate number of
reference measurements using field methods, which limits the utility of traditional su-
pervised learning. This has spurred interest in the further development of unsupervised
and semi-supervised methods that are less reliant on reference data [10,14,15]. Another
area of promise is generating synthetic data, artificially generated data that imitate the
statistical and structural characteristics of real-world data, to train models and/or inform
modeling parameterization or feature space development [16]. Synthetic data have the
potential to provide data for diverse scenarios, which might be costly, time-consuming,
or logistically challenging to replicate in the real world. They can also serve as part of
benchmark datasets used for validating and comparing algorithms. For example, Fass-
nacht et al. [17] specifically explored the value of synthetic data for understanding how best
to estimate tree- and plot-level biomass from lidar data. Moreover, synthetic data allow
researchers to explore hypothetical scenarios, guiding the direction of future research and
informing real-world data collection strategies. In a review of remote sensing technologies
and methods to support forest inventories, White et al. [18] noted the value of synthetic data
as a means to explore the effectiveness of laser scanning configurations, parameterizations,
and summarization methods.

In this study, we specifically explore the utility of synthetic forest stands and associated
simulated terrestrial laser scanning (TLS) data for assessing the impacts of scan density
and position, the performance of different algorithms, and different means to summarize
the point cloud to obtain a feature space for predicting the plot-level attribute of total
vegetation volume. We argue that this experimental framework can be expanded to explore
other research questions, such as the impact of noise, co-registration error, and field data
uncertainty, and offer a means to overcome modeling challenges when reference data are
absent or unreliable.

2. Background

Applying empirical modeling methods or supervised learning is challenging when
the variable of interest is difficult to accurately and/or consistently quantify using field
methods and/or when the study area is large or inaccessible. Prior studies have noted
issues in the consistency of field methods due to sampling density variability, user bias,
inconsistency of field protocols, and/or the general difficulty in measuring the variable
of interest. For example, Sikkink and Keane [19] compared five field sampling techniques
for estimating fuel loading and found that there were inconsistencies in estimates among
each technique and that the technique that performed best required more than 2.5 km
of transects to achieve the desired level of accuracy. As another example, Westfall and
Woodal [20] documented inconsistencies in more than half of the measured forest fuel
attributes in a large-scale sampling effort conducted as part of the Forest Inventory and
Analysis (FIA) program of the United States Department of Agriculture (USDA) Forest
Service. Practically, comprehensive field data collections are expensive, laborious, and
time-consuming, and inconsistencies in collection methods often arise [5,17,21,22]. These
issues are further exacerbated by the inability to directly measure some key attributes,
such as biomass. Instead, field measurements such as diameter at breast height (DBH) are
generally used to estimate these values using allometric equations, which are generally
species-specific and derived using a small set of individual trees. This can further induce
uncertainty in the reference data used to train models [23–26]. In summary, supervised,
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empirical modeling methods require reliable reference data, which are not always available
or able to be collected using practical, accurate, and consistent field methods.

Since individual tree characteristics, as well as stand-level canopy and subcanopy
densities, volumes, and biomass are valuable inputs to many ecological and fire modeling
methods, prior studies have aimed to develop and/or assess technologies and data repre-
sentations to obtain forest parameters as efficiently and accurately as possible. Specifically,
studies have used lidar data to estimate heights, aboveground biomass, volume, density,
basal area, and canopy attributes at the plot- or individual tree-level [2,18,21,27]. For ex-
ample, Silva et al. [28] used canopy height profile statistics from airborne laser scanning
(ALS) to predict the stem biomass of even-aged eucalyptus plantations in Brazil. Using
TLS-based variables as opposed to aerial data, Mayamanikandan et al. [29] illustrated that
vegetation volume can be predicted with relatively low (5.13%) errors relative to manual,
field-based measurements. As another example, Saarinen et al. [30] investigated the fea-
sibility of using TLS data for estimating individual tree volume. They documented that
volume estimation accuracy increased as the number of scans increased and that accuracy
depended on the distance of the TLS from the tree. Combining aerial and ground-based
lidar has also been found to be useful; for example, Skowronski et al. [9] noted the value of
using downward scanning aerial lidar in combination with upward sensing profiling lidar
to better characterize the three-dimensional (3D) tree canopy structure in comparison to
only using aerial data.

As with ground reference data, lidar-based measurements are also subject to some
uncertainty, which can propagate from errors in the sensor position due to incorrect global
navigation satellite system (GNSS) information, interference from the atmosphere, instru-
ment effects such as after pulses (noise induced from laser firing), or sensor calibration
issues [31–33]. The inherent complexity of forest stands at both the plot- and individual-tree
levels, as well as terrain variability, also affect lidar acquisition accuracy [8,34]. For example,
Clark et al. [35] documented that higher vegetation densities reduced the probability of
detecting the ground surface and limited the ability to discriminate sub-canopy returns.
Lidar-based estimations are further influenced by the point density, sensing distance, and
angle of transmission of the TLS laser pulses. Specifically, TLS pulses that reach the upper-
most part of the canopy have a larger footprint due to the beam divergence inherent to
a specific instrument [36]. Further, the number of single location scans that are collected
and subsequently merged to characterize a plot impacts the point cloud’s spatial resolution
and, consequently, the amount of occlusion of and by vegetation structure [37]. Numer-
ous studies have tried to minimize the impact of occlusion (e.g., Loudermilk et al. [4],
Abegg et al. [38] and Rowell et al. [39–41]) by obtaining scans from multiple locations.
However, these studies still note limitations; artifacts and errors are induced by external
factors, such as weather conditions (wind, fog, or precipitation) and by mixed effects caused
by laser pulses intersecting multiple small branches or compact, dense vegetation [9,25–29].
In summary, cleaning and filtering point cloud data to remove such anomalies is a complex
process with some inherent uncertainty.

Finally, processing procedures, although necessary, can yield additional uncertainty.
Common processing procedures include georeferencing, co-registration, merging, segmen-
tation, subsetting, and classifying the point cloud data [42,43]. Geolocation errors refer to
inaccuracies in determining the geographic coordinates of returns within the point cloud
relative to a coordinate reference system. As an example of an attempt to quantify errors in
a forestry context, Tao et al. [44] noted geolocation errors of up to 6 m for TLS-derived stem
positions. Although the integration of multiple TLS scans uses sophisticated registration
techniques, there are still errors. For example, Frazer et al. [45] investigated the uncertainty
between plot size and co-registration and documented that the impact of co-registration
errors was more pronounced in spatially heterogenous plots with taller vegetation in com-
parison to plots with more homogeneity. These studies highlight the complexity of lidar
acquisition and processing, as well as the need to conduct the investigations of specific
factors under more controlled conditions.
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To overcome the abovementioned limitations, we propose using synthetic data and
simulated lidar datasets to investigate the accuracy of lidar-derived estimations of plot-level
characteristics, as well as the effect of occlusion within forest plots of varying complexity
(i.e., tree and shrub density and configuration). These datasets are quantitatively similar
to lidar datasets created within the “real” world, with the added advantage of having
no positional noise within the point cloud, the ability to merge multiple scans without
any co-registration error, and the ability to model against known stand-level metrics as
opposed to those estimated using field methods [17,46]. This allows for comparisons be-
tween methods for estimating stand characteristics and provides a means to summarize
three-dimensional point distributions. Moreover, it enables evaluations of techniques, algo-
rithms, and workflows to empirically estimate metrics of interest in a standardized method
without having the confounding variables of noise, errors, and a lack of accurate ground
measurements to model against. There is also the added advantage of testing multiple
configurations with little to no added expense, other than computational time, allowing
for the manipulation of simulation parameters, such as scanning resolution, occlusion
effects, and sensor characteristics, to understand their impact on results. Jiang et al. [47]
demonstrated this by introducing a simulation program to create digital forest plots and
simulating aerial and mobile laser scanning. By adjusting scanning parameters and vehicle
speed, the scanned points were compared to original sampling points from the digital
forest plots. The results indicated that scanning at different speeds and resolutions yielded
varying point collection rates.

In a review on enhancing forest inventories using remote sensing, White et al. [48]
commented that synthetic data could vastly improve our understanding of the relationship
between forest structure and lidar attributes. The research of Yun et al. [49] offers an ap-
proach to quantitatively assess occlusion metrics and measure total leaf area in tree crowns
using simulated multi-platform lidar data. This work highlights the potential of various
scanning strategies to address occlusion challenges and enhance the accuracy of biophysical
attribute estimation in forest canopies. Goodwin et al. [50] further emphasized the potential
of synthetic data for testing forest metrics calculated from lidar data. We argue that such
simulated studies can inform the best practices for designing field collection protocols and
comparing methods for summarizing the point cloud and empirically estimating stand-
level metrics. Simulated TLS allows researchers to set up controlled experiments with
known ground truth. Thus, we further argue that exploring these problems in a synthetic
space can inform expected accuracies and outcomes when using TLS to characterize real
forest stands when modeling against real field reference data.

A few prior studies have proposed simulating the lidar data of forest stands using
simplified ray-tracing methods. For example, Sun and Ranson [51] developed a full-
waveform lidar simulator that captures the horizontal and vertical structure of geometrically
simple (elliptical and conical) forest stands. Similarly, Wang et al. [46] used simple geometric
shapes to generate artificial forest stands and simulate ALS sampling. However, they
filtered out the understory and interpolated the canopy to a two-dimensional raster to
calculate forest metrics [46]. In contrast to these aforementioned studies, Disney et al. [52]
made use of more detailed tree models and ray-tracing canopy scattering methods to
simulate lidar responses. They investigated canopy height retrieval under a range of
conditions (different scan angles and sampling densities) and suggest that the simulated
lidar height generally underestimated “real” canopy height; however, their research did not
include any understory vegetation and they noted that their methodology needs further
validation and testing as exact parameters were unknown [52].

3. Methods
3.1. Synthetic Plot Generation

Real-world forest stands are complex terrestrial biomes, comprising diverse vegeta-
tion that frequently overlap, intertwine and can occur on rugged, variable terrain with
varying levels of litter and downed woody debris. However, since our goal was to model
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forest attributes within the limitations of available 3D modeling software and to be able
to account for all volumes without the overlap of objects and meshes, we generated sim-
plified synthetic plots using a set of tree and shrub models randomly placed within a
flat terrain such that there was no overlap between the meshes and objects. Since mixed
evergreen–deciduous forests are one of the most abundant forest types in the Northern
Hemisphere [53], we decided to imitate this natural forest for our study. Specifically, in
North America, these forest ecosystems expand over a large portion of the eastern United
States and southeastern Canada. Eastern United States mixed forests are dominated by
evergreen conifers (eastern white pine (Pinus strobus) and Hemlock (Tsuga canadensis))
and broadleaf deciduous trees, including various oak (Quercus), maple (Acer) and hickory
(Carya) species [54–57]. These forests form part of the World Wildlife Fund’s (WWF) global
priority ecoregions for conservation due to their high levels of biodiversity of both fauna
and flora [58]. From a modeling perspective, mixed evergreen deciduous forests provide a
unique ecological setting that can be explored using synthetic data. These forests are rich
in biodiversity due to the coexistence of two different types of trees with distinct ecological
characteristics. Modeling the interactions between these species and other components
can provide insights into a variety of ecological processes and dynamics. Synthetic mod-
els can help assess the trade-offs and synergies between different services under various
management scenarios and enables us to observe how simulations interact with various
tree species.

We developed our forest plots within the Blender™ version 3.10. (http://www.
blender.org, accessed on 5 September 2023) open-source 3D model creation software (The
Blender Foundation, Amsterdam, The Netherlands). The generation of these forest plots
is a multi-step process. First, we constructed a 20 m × 20 m filled planar mesh as our
forest floor (hereafter referred to as the ground plane). A mesh is a collection of faces,
edges, and vertices that make up a 3D shape [59]. Our plots had flat terrain as the slope,
and ruggedness would induce uncertainty and influence our accuracy assessment [60–62].
Blender™ uses a Cartesian coordinate system (X, Y, Z); as such, our plane center was
located at (0, 0, 0). The initial tree models were imported from the ‘Tree Vegetation Pro V5’
(VegPro) add-on tool created by Bproduction (https://bproduction-3d.com/, accessed on 5
September 2023). VegPro contains an extensive 3D model library of diverse and varied trees,
shrubs, tropical plants, tree hedges, and ornamental plants, all optimized for Blender™.
We used two generic evergreen pine models and two broadleaf deciduous tree (maple and
oak) models for our artificial overstory. We also included one woody holly shrub model
with two stems for the understory.

In order to automate the synthetic plot creation process, we used the embedded
Python application programming interface (API). The plot generation started by importing
appropriate packages and declaring the various tree and shrub models as variables then
randomizing (with predefined constraints) the number and placement of each tree/shrub
model within the 20 m-by-20 m ground plane. We set a distance condition for the ran-
domization such that no tree or shrub trunks or crowns overlapped. Although this type
of distribution is unrealistic, it ensures discrimination between models and allows for the
accurate calculations of forest parameters, such as volume, since no objects can share the
same volume or overlap. Additionally, we customized each tree/shrub model by ran-
domizing the scale, rotation, and crown size. These customizations change the orientation
and minimum and maximum height and scale of the model crowns and trunk diameters
by a percentage of the initial model (Mi) (original from VegPro). We set thresholds on
the customization parameters to ensure model sizes are comparable to their real-world
counterparts. The structural parameter thresholds for these models are summarized in
Table 1.

http://www.blender.org
http://www.blender.org
https://bproduction-3d.com/
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Table 1. Initial model dimensions and randomization thresholds of 3D models placed within a
forest plot.

Model Mi * Height (Z)
Mi Crown

Dimensions
(X, Y)

Randomization
Threshold
(min, max)

Random Rotation
(X, Y, Z)

Pine 1 15.0 m 5.0 m, 6.0 m 60%, 130% (±4◦, ±4◦, 360◦)
Pine 2 10.0 m 4.0 m, 4.5 m 60%, 130% (±4◦, ±4◦, 360◦)
Oak 12.0 m 5.0 m, 6.0 m 60%, 130% (±4◦, ±4◦, 360◦)

Maple 8.0 m 3.8 m, 3.8 m 50%, 150% (±4◦, ±4◦, 360◦)
Shrub 1.5 m 2.2 m, 1.8 m 40%, 150% (±4◦, ±4◦, 360◦)

* Mi is the initial model dimensions before randomization.

Once a plot was generated, we ensured all trunks and leaves were assigned “materials”.
The materials function describes the surface properties of the model, which defines how
the model will appear when rendered and how the lidar simulator will interact with it.
For example, the type of material (reflective or diffuse) will impact the intensity of the
reflected beam, while the opacity of the model surface will determine the travel distance
of the laser beam (i.e., for translucent objects, rays will continue past a model intersection
point to simulate transmission). We assigned the same material properties to all models
except the base color, where a slightly darker green hue was used for deciduous tree
leaves. Our stem/trunk material was opaque, and we used the default VegPro stem/trunk
surface parameters. The specular (brightness), roughness, and metallic parameters were
1.0, 0.55, and 0.0, respectively, on a scale from 0 to 1.0. Similarly, we used a default
VegPro leaf material. However, we set the leaves to have a hatched transparency with
50% translucency, allowing light to disperse through the canopy. A hatched transparency
allows for 50% of the light to be transmitted through the leaves. A specular reflection
parameter value of 1.0 would have a high intensity, and the angle of incidence would be
reflected in a single outgoing direction. Surface roughness and metallic values of 0 would
represent a glossy object that is not metallic [63,64]. It should be noted that no spectral
reflectance metrics were calculated from the TLS point cloud, so these color metrics were
primarily used for visualization and not used to generate predictor variables as input to
the modeling workflow.

We executed the script within a loop to create 200 randomized plots. After each
iteration, we calculated each tree and shrub volume (see Section 3.3), saved the blender file
in .blend format, and removed all tree and shrub models in the scene before initializing
the next model iteration and subsequent plot generation. This was to ensure that no
overlapping of trees or shrubs occurred and to clear processing memory. We illustrate
an example of one densely packed and one sparse mixed-forest plot model in Figure 1
below. Some of the resulting scans were not included in subsequent analyses due to sparse
vegetation cover; a total of 191 scans were used for the remaining phases of the experiment.

3.2. Simulated Lidar

Lidar works by emitting laser pulses and measuring the time it takes for them to return
after potentially hitting surfaces. In Blender™, you can emulate this by using the Eevee
real-time rendering engine. Eevee’s real-time rendering capabilities make it well-suited for
visualizing point cloud data. You can manipulate objects, materials, lighting, and camera
angles in the viewport and immediately observe how these changes affect the simulated
point cloud. For this research, we simulated the TLS scans using a range scanner simulation
add-on in Blender™ called Blainder, which is designed to work with the Eevee rendering
engine [65]. Blainder was developed by Lorenzo Neumann and is freely available on
github (https://github.com/ln-12/blainder-range-scanner, accessed on 5 September 2023).
This add-on enables users to simulate the lidar, sonar and time of flight scanners within
the Blender™ scene. We implemented the lidar functionality component of this add-on
using its Python API within Blender™. The lidar functionality of Blainder is based on a
ray-tracing approach. Ray tracing is a global illumination algorithm based on the emission

https://github.com/ln-12/blainder-range-scanner
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of rays to determine the visibility of three-dimensional objects from a certain vantage
point [49,66,67]. Previous works from Disney et al. [52,68] provide a detailed review of ray
tracing for remote sensing and forestry studies. Briefly, the algorithm traces the beam path
from the center of the scanner (camera) for each pixel on the screen, until it collides with an
object in the virtual scene. When a collision occurs, the distance is calculated, and object
attributes are recorded. Diffuse sampling beams are generated at an intersection with a
scene object, sending further beams on possible routes by which they diffuse (scatter) based
on the object’s material properties. After each measurement, the direction of the beam is
adjusted horizontally and/or vertically according to the sensor configuration [50,65,68].
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Figure 1. (a) Example of a densely populated forest plot with zoomed insets of oak and pine leaf
structure. (b) Example of a sparsely populated forest plot with zoomed insets illustrating an opaque
trunk and hatched (50%) transparency for the canopy.

In our study, we set up cameras in the scene to serve as vantage points from which the
lidar sensor would capture data. The position of the cameras emulated their real-world
counterparts. We set up our sensor to use a rotating sensor type with a horizontal and
vertical field of view of 360◦, with a step size of 0.2◦ in both the X and Y direction. This
yielded a total of 3.24 million points per scan. The step size determined the resolution of the
sensor with smaller step sizes resulting in higher point densities. This approach assumes
that there is no beam divergence resulting in a beam width that is constant. We simulated
one scan from the center (SC = 0, 0, 0) of the forest plot at a height of 2 m (0, 0, 2) and a
scan from each corner of the plot (CS 1–4) (Figure 2, triangles). For the corner plot scans,
we placed the virtual camera (origin of the scanner) 2 m away from the ground plane. The
coordinates (X, Y, Z) relative to the plot center were as follows: CS 1 = (12, 12, 2), CS 2 =
(12, −12, 2), CS 3 = (−12, 12, 2) and CS 4 = (−12, 12, 2). We did not set a maximum distance
limit that the beam could travel; instead, we enclosed our plot in a 30 × 30 × 30 m box
(6 planes) with an opaque material (Figure 2, blue planes). This acted as a barrier and
allowed us to capture all pulses that would otherwise have no associated return. Recording
these points is helpful for determining occlusion and accounting for all transmitted laser
pulses in subsequent calculations. We visualize the top and side view of our plot and
camera setup in Figure 2. The final step was to save these scans to disk in .laz format for
further analysis. Similar to the plot generation, we automated the lidar simulation process
for all plots using the Python API.
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Figure 2. Scanner location configuration within the virtual plot (light brown square) with 30 m square
box (blue planes). For visualization purposes, the top view excludes the top and bottom sides of the
box, while the side view excludes the front plane.

3.3. Measured Metrics

To assess the impact of density and location of TLS data and also varying means to
summarize the point cloud characteristics on forest parameter estimates, we calculated
various summary metrics from the point cloud data. We calculated metrics based on only
the center scan as well as the aggregation of all scans (center and four corners). Our analysis
was performed on imported .las files within the R open-source data science environment
and language (R Core Team, Vienna, Austria) [69]. We only used the coordinate information
for our metric calculations; the true color (RGB) and intensity values would not be realistic
since we manually assigned material properties to the woody and leaf objects. We also only
calculated metrics using returns occurring within a box with lengths of 23.8 m along all
three axes that was centered on the center scan and positioned at ground level. This subset
of the data was used since only vegetation volumes within this box were calculated, as
described below. We performed point cloud manipulation (filtering, clipping, etc.) using
the lidR [70,71] and rlas [72] packages in the R language [69] and data science environment.

Within the clipped extent, we calculated the number of ground and non-ground
returns along with the percent of the returns from the ground. The following metrics were
calculated for just non-ground returns within the clipped extent: mean, median, standard
deviation, skewness, and kurtosis of the height (Z) values. We also calculated the heights
associated with the 10% to 90% percentiles with a step size of 10%. We next summarized the
data relative to height strata. We filtered the point cloud data into height bins of 0.0–2.0 m,
2.0–4.0 m, 4.0–6.0 m, 6.0–8.0 m, and 8.0 to 23.8 m (Figure 3). We chose these height bins
based on typical shrub and canopy heights within mixed deciduous forests. The following
metrics were calculated for all non-ground returns within each height bin: return count;
percentage of all non-ground returns in the current strata; and the mean, median, standard
deviation, skewness, and kurtosis of the heights within the bin.
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We also calculated a set of metrics using only the center scan and spherical, as opposed
to Cartesian, coordinates, in which the sensor location was the center of the sphere (0, 0, 0).
This was conducted to characterize the abundance of the occlusion of the plot volume
by vegetation; our goal was to generate additional metrics to quantify what was not
measured as a result of occlusion. This first required converting the X, Y, Z coordinates to
angular measurements of theta (θ) (the angle of rotation from the X axis along the plane
defined by the X and Y axes) and phi (ϕ) (the angle relative to the Z axis) and the radial
distance (r) from the center of the sphere to the point measurement (Figure 4). Once the
data were converted to spherical coordinates, data points were summarized relative to
spherical voxels defined by a certain angle of θ and ϕ and a range of radial distances. As
conceptualized in Figure 5 and using (1) the number of pulses passing through the volume,
defined by angles of θ and ϕ, (2) the number of returns from the volume of interest, as
defined by a given range of radial distances and the angles of θ and ϕ, and (3) the number
of pulses being returned before reaching the volume of interest, it was possible to calculate
the percent of pulses reaching a spherical voxel that returned from objects within that
volume, and to also determine what spherical voxels had pulses passing through but no
associated returns (i.e., true gaps or empty volumes), and those that had no returns passing
through them due to occlusion (i.e., volumes that were not measured).

Figure 6 further conceptualizes the process of calculating metrics using spherical
voxels. Once a synthetic plot (Figure 6a) is generated, it is synthetically scanned to create
a point cloud in 3D Cartesian space (Figure 6b). These coordinates are then converted to
spherical coordinates. By keeping track of the number of pulses passing through a given
angle of θ and ϕ and the radial distance of each return from the sensor, it is possible to
calculate the number of returns from each spherical voxel then normalize these values by
the number of pulses passing through that volume. Volumes that have pulses passing
through but no associated returns can be labeled as true gaps while those with no returns
passing through, or where all available pulses were returned prior to reaching the volume
of interest, can be labeled as areas of occlusion. In Figure 6c, all points represent the center
of a spherical voxel. Pink points represent voxels that were occluded while green points
represent voxels with returns. Figure 6d conceptualizes these results such that the X-axis
shows angles of θ, the Y-axis shows angles of ϕ, and each image shows a range of radial
distance from the scanner location. Blue represents gaps, pink represents areas of occlusion,
and shades of green represent, for voxels that were not occluded or gaps, the proportion
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of pulses intersecting a voxel that were returned from that spherical voxel. It is important
to note that performing these calculations required accounting for all transmitted pulses,
not just those with an associated return. This was accomplished in the synthetic space by
including barriers around each plot. If a pulse did not return from either the ground or an
object in the plot, then it would return from the barriers. Such accounting of all transmitted
pulses is more difficult using real TLS data since the pulses without associated returns and
their associated angles of transmission are not always recorded or made available to the
end user.
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returned from a volume and determination of what volumes were occluded.
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Using the spherical voxel-based analysis, we calculated the percent of the plot area
that was occluded, the percent of the plot area that was true gaps, and the percent of the
area that contained some returns (Table 2). We also partitioned the data into the same
height bins defined for the Cartesian-based summarizations described above to calculate
the same percentages by height strata and the mean proportion of pulses returned from
those voxels that had associated returns. Calculations were made by dividing the space
into spherical voxels covering 0.5◦ of θ and ϕ and a radial distance range of 1 m. Since
spherical voxels do not have equal volumes, calculations required adjusting for relative
voxel volume based on the range of radial distances associated with each voxel.

Table 2. Summary metrics generated from the point cloud data using only the center scan, all merged
scans, and only the center scan summarized using spherical voxels.

Metric Subset Variable Count of Variables

All returns
Ground return count 2

Not ground count 2
Percent ground 2

All non-ground returns

Mean Z 2
Median Z 2

Standard deviation Z 2
Skewness Z 2
Kurtosis Z 2

Percentiles (10% to 9% by 10%) 18
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Table 2. Cont.

Metric Subset Variable Count of Variables

Non-ground returns by
height strata

Return count 10
Percent of all non-ground returns in strata 10

Mean Z 10
Median Z 10

Standard Deviation Z 10
Skewness Z 10
Kurtosis Z 10

Spherical-based
(total and by height bin)

Percent of area occluded 6
Percent of area with returns 6

Percent of area with gaps 6

Spherical-based
(by height bin) Mean proportion of pulses returned 5

Total 127

3.4. Modeling and Validation

The simulated plots include some regions that extend beyond the 20 m2 area, due
to the nature of the tree and shrub placement. To obtain metrics, the plots needed to be
consistently clipped such that volume measurements could be compared. Our approach
was to clip each plot to within the bounds of a 20 m plot, then fill any resulting holes opened
at the plot boundary. Failing to close the holes would result in errors when computing plot
volume. The plots were imported into ParaView, Burlington, MA, USA [73,74] as object-
based meshes (.STL files). ParaView is an open-source 3D interactive visualization and
analysis software that employs the Visualization toolkit (VTK) for data processing [73,74].
A mesh quality filter was applied, and any gaps (holes) within the tree and shrub polygonal
meshes were filled. We then calculated the volume of the synthetic vegetation in the plots
using Python scripting within the ParaView software [73,74].

To assess how well the simulated point cloud metrics estimate total vegetation volume
in the plot, we employed three machine learning algorithms, namely RF kNN, and SVM [11].
These models were trained using the metrics derived from the simulated lidar as the
predictor variables and the volume from the 3D plots as the dependent variable. Machine
learning-based algorithms have gained significant attention, especially in the field of remote
sensing [13,54,75–77]. Since our study’s purpose was to predict plot-level total vegetation
from a large set of predictor variables, we decided that machine learning algorithms would
be better suited than statistical linear regression approaches for this study. Furthermore,
these models could account for complex variable interactions, correlated predictor variables,
and non-linear relationships [11].

SVM is a supervised learning algorithm that attempts to find the optimal hyperplane,
defined as the boundary that provides the largest margin or separating distance between
classes or groups, in n-dimensional space. When classes cannot be separated using a linear
hyperplane, the data can be projected to a higher dimensional space, a process known as
the kernel trick, in which the separating boundary may be more linear. This process can be
augmented to allow for the prediction of a continuous variable, or a regression problem,
as was the case in this study [77,78]. kNN is a non-parametric model that uses similarity
(based on distance functions) to predict new data points; specifically, new samples are
compared to the k closest samples from the training set within the multidimensional feature
space [79]. RF regression models, developed by Breiman [80], are ensemble decision tree
algorithms where the tree is ‘grown’ with some randomization [80]. Decision trees use
recursive binary partitioning to split the data into more homogeneous subsets and generate
rulesets to perform classification or regression. Within RF specifically, each tree in the
ensemble uses a subset of the training samples, which are selected using bootstrapping
(i.e., random sampling with replacement). Also, only a subset of the predictor variables is
available for splitting at each decision node. The goal of using a subset of the training data
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and variables is to reduce the correlation between trees and minimize overfitting. In other
words, a set of weak classifiers are collectively strong and generalize well due to reduced
overfitting [67].

Models for predicting plot-level vegetation volume were trained in R [69] using the
caret package [81]. kNN was executed within the caret package [81], RF was implemented
through caret using the ranger package [80], and SVM was implemented using the kernlab
package [82]. We included a center and scale pre-processing transformation for all models,
since kNN and SVM make use of distance-based calculations and require all predictor
variables to be consistently scaled. For RF, the number of random predictor variables
available for splitting at each node hyperparameter (mtry) was uniquely optimized for
each model or feature space using 10-fold cross-validation and a grid search to test ten
values. The ntree parameter (number of trees to grow) was set to 500. In a review article by
Belgiu et al. [83] on RF algorithms for remote sensing applications, they noted that a ntree of
500 provides stable predictions and satisfactory results [83]. For kNN and SVM algorithms,
the k and cost parameters were optimized, respectively, and the best hyperparameter was
selected based on the lowest average RMSE calculated from the withheld samples in each
fold. Distance was calculated using Euclidean distance for the kNN models, and a radial
basis function (RBF) kernel was used to map the data to a higher dimensional space for the
SVM models.

To obtain multiple results and to characterize the variability in model performance,
we trained and assessed 20 model replicates using different training and testing partitions,
selected using a bootstrapping method in which a random subset of plots was used to train
each model while the remaining plots were withheld for model validation. It should be
noted that hyperparameter optimization was performed separately for each replicate so as
not to induce data leakage by using the withheld samples for a specific run to perform the
hyperparameter optimization or center and scaling. Using the withheld data, we calculated
the R-squared and root-mean-square-error (RMSE) metrics using the yardstick [84] package
in R [69] for model validation. Since multiple models were executed, this allowed us to
obtain distributions for each assessment metric in order to assess model variability with
changes in the training and validation partitions.

4. Results

We aimed to create randomized forest plots with varying densities. Table 3 provides
descriptive statistics highlighting volume variability across the synthetic plots. Figure 7
shows the distribution of volume, as represented using violin and boxplots for all plots, as
well as a histogram showing variability within individual plots. The mean volume across
all plots was 593.56 m3. The least dense plot (plot 181) had a volume of 11.72 m3 while
the densest plot (plot 140) had a volume of 2453 m3. Plot 181 only consisted of two pine
trees and two small shrubs. In contrast, plot 140 consisted of 11 shrubs, 6 pine trees, and 9
deciduous trees.

Table 3. Descriptive statistics of known volume across the synthetic plots.

Descriptive Statistic Volume (m3)

Minimum 11.72
Maximum 2453.66

1st Quartile 324.56
Median 593.56

3rd Quartile 964.19
Mean 679.22

Standard deviation 475.44
Interquartile range (IQR) 639.63
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Figure 7. Distribution of known forest metrics. (a) Violin plot of the distribution of surface volume
across the plots and (b) histogram of individual plot volumes. Black dots in (a) represent samples
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Table 4 provides descriptive statistics that characterize the percentage of occluded
surface area of the box enclosing the plot when using only the single, center scan and when
combining all five scans. This was estimated as the percentage of all transmitted pulses
that reached the exterior box as opposed to being returned from an object within the plot
volume. With no objects in the scan space, or no occlusion, all returns should have reached
the exterior box. Figure 8 illustrates the difference in the amount of occlusion in the plots
when using only one scan versus using multiple scan locations (i.e., center scan and four
corners). When using multiple scans the mean percentage of occlusion across all plots
decreased nearly two-fold, from 10.53% to only 5.14%. Moreover, there is a large difference
in the occlusion variance (33.21%) across plots when using only one scan. This suggests
that density within the plot affects the occlusion from the center scan.

Table 4. Descriptive statistics of the percentage of surface area occlusion across the synthetic plots.

Descriptive Statistic Middle Scan Only All Scans

Minimum 0.84% 0.68%
Maximum 25.84% 13.26%

Mean 10.53% 5.14%
Variance 33.21% 6.15%

Standard deviation 5.76% 2.48%
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Figure 9 shows the distribution of the RMSE (Figure 9a) and predicted R-squared
(Figure 9b) for estimating plot-level vegetation volume using 20 model replicates of each
feature space and the algorithm combination, for a total of 240 models. Generally, the RF
and SVM models performed similarly while outperforming the kNN models regardless
of the feature space used. This could partially be attributed to kNN not being robust to a
large feature space. Performing variable selection or variable reduction, such as principal
component analysis (PCA), may have allowed for improved performance from the kNN
algorithm. Given the large feature space provided and the correlation between predictor
variables, RF and SVM were generally more appropriate algorithms for this specific task.
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Figure 9. Distribution of RMSE (a) and predicted R-squared (b) for 20 replicates of kNN, SVM, and
RF models using four different feature spaces. Black dots represent samples that are further than
1.5 IQR from the 1st or 3rd quartile.

The metrics calculated from only the center, single scan and the same set of metrics
calculated using all five scans generally showed similar performance. However, and
especially for the RF and SVM algorithms, the multi-scan metrics generally provided
slightly better performance. The multi-scan metrics provided a mean R-squared of 0.575
(RMSE = 321) for the SVM algorithm and 0.560 (RMSE = 324) for the RF algorithm, while the
single-scan metrics yielded an R-squared of 0.554 (RMSE = 335) for the SVM algorithm and
0.541 (RMSE = 333) for the RF algorithm. The use of the spherical-based metrics generally
provided substantial improvement in comparison to the multi- and single-scan metrics.
Using only the spherical metrics and the SVM algorithm yielded a mean R-squared of
0.697 (RMSE = 272) and a R-squared of 0.738 (RMSE = 252) when using the RF algorithm.
Incorporating the other single-scan metrics with the spherical metrics generally offered
minimal improvements in comparison to just using the spherical-based metrics.

Figure 10 below provides scatterplots to visualize the relationship between plot-level
vegetation volume and the six variables that were found to be most highly correlated
with this measure, as estimated using the Spearman correlation coefficient, a measure of
monotonic and non-linear correlation. The variable with the largest correlation with the
vegetation volume was the percentage of the volume between 6 and 8 m above ground
with returns (Spearman correlation coefficient = 0.880). The next two highest correlated
variables were also derived using the spherical method, all with correlations higher than
0.850. The next two variables were derived using all five scans: the percentage of returns
that were not ground returns and count of returns that were not ground returns. The last
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variable, with a Spearman correlation of 0.772, was the number of returns not ground
returns calculated using only the single, center scan.
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These results generally support the modeling results documented above. The vari-
ables with the highest correlation with total plot-level vegetation volume were all derived
using the spherical voxel-based summarization, and the spherical-based features generally
provided stronger model performance in comparison to the other feature spaces when
using the SVM and RF models. Also, some of the multi-scan metrics were also shown to
be highly correlated with the dependent variable, which makes sense since the multi-scan
metrics generally outperformed the single-scan metrics.

5. Discussion and Future Work

Applications relying on point cloud data, either directly or using information derived
from them for sustainable forest management, have increased over the last decade [48,62,85,86].
Thus, understanding how plot-scale forest structure and TLS scan location configuration
and summarization methods influence the accuracy of estimated forest metrics is valuable
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for optimizing lidar acquisition for forest monitoring and remote sensing applications.
This study describes a replicable, semi-automated approach for creating synthetic forest
plots and simulating lidar point clouds. Furthermore, due to the benefit of known forest
parameters, with set characteristics (materials and illumination source) and no noise within
the simulated point cloud, it is possible to evaluate the impact of occlusion and perfor-
mance of various methods and the errors associated with predictions. Conducting such
experimentation is much more feasible than collecting field data and can also inform later
field collections to optimize the value of the field data collected.

Our study specifically highlights variable algorithm performance, with the SVM
and RF algorithms outperforming kNN for this specific task using the provided feature
spaces. Further, the multi-scan metrics generally outperformed the single-scan metrics,
even though the improvement was often marginal. In contrast, using metrics calculated
from spherical voxels and designed to characterize areas of occlusion provided better
predictive performance in comparison to more traditional summarization methods. This
suggests that single-location scans may be adequate if summarized in a thoughtful manner.

Our results are similar to findings from studies based on “real-world” data [30,43,87,88].
For example, Wilkes et al. [89] investigated TLS sampling configurations for deriving forest
plot-scale structure metrics and concluded that increasing the number of scan locations
will always improve accuracy, regardless of scanner specifications or sampling approach.
More similar to our approach, Yun et al. [49] adopted a computer simulation methodology
to investigate virtual scanning patterns for estimating total leaf area. Their results suggest
that only 25–38% of leaf area was retrieved and occlusion occurred on leaves distal to the
scanner when the target tree was scanned from a single position. However, when three
virtual scans were performed around a tree, the accuracy of leaf area recovery reached
approximately 60–72%, and occlusion was restricted to just the crown center. Adding
to these prior studies, our results highlight the value of considering alternative means
to characterize the plot-level vegetation structure by using spherical voxels and metrics
designed to characterize occlusion.

Predictor variables are required as input to models for estimating forest parameters
from lidar. We used the metrics summarized in Table 2 to predict plot-level vegetation
volume, while research using synthetic data for biomass estimations by Fassnacht et al. [17]
did not consider any metrics derived from the point cloud, but instead restricted their
analysis to metrics derived from canopy height models (only using the upper portion of
lidar). Consequently, although they employed RF for predictions, a comparison between
these two studies is difficult. Other studies have also made use of synthetic data to
understand uncertainty and error propagation. Lovell et al. [90] modeled trees using
simple geometric shapes (cones, ellipsoids, and cylinders), creating plantation stands, and
simulated small footprint lidar data to determine the optimal acquisition parameters for
measuring tree height. Disney et al. [52] used five experiments to quantify the impact
of pulse density, scan angle, footprint size, and canopy structure for estimating canopy
height and gave a detailed conclusion on each of these variables’ impact on canopy height
estimation accuracy. However, different techniques were employed in both these studies
to evaluate uncertainties. Therefore, comparisons between studies pose a challenge and
highlight the need for a replicable method for evaluating uncertainty.

These results highlight some practical considerations for generating synthetic data in
order to investigate the impact of collection characteristics and feature space. To conduct a
similar experiment using real data would require selecting and measuring a large number
of plots, collecting TLS data from multiple scan positions, and estimating the variable of
interest, such as total above-ground-level biomass, using field methods, which may have
a high level of uncertainty. This experiment using synthetic data generally suggest that
the means of characterizing the plot-level conditions, in this case using more traditional
versus spherical-based metrics, can have a large impact on predictive performance. Further,
the spherical metrics, which were calculated using only the center scan, outperformed
models created using data aggregated from all five scans. As a result, it may be possible to
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collect single scans and implement a more thoughtful summarization routine as opposed
to collecting multiple scans of each field plot, which can greatly increase the cost and time
of undertaking field campaigns. Further, multiple scans must be aligned and co-registered
prior to the calculation of metrics, which increases the post-processing requirements and
can induce errors resulting from imperfect co-registration or changes between scans, such
as the movement of branches and leaves due to wind. It should be noted that these findings
may not extrapolate to other parameters of interest or all forest community types with
varying species compositions, ages, and structural characteristics.

Since we used this as a feasibility study for evaluating simulated lidar, some sim-
plifications were made. This included using a limited number of vegetation species and
having no overlapping trees and shrubs in the stand. In addition, all species had uniform
foliage density and were assigned the same material characteristics, and we had flat ground
terrain and a constant laser pulse. Future studies could develop more realistic forest stands
with varying species compositions and landscape characteristics. Simulating a variety
of landscapes would allow researchers to study how changes in species diversity and
interactions impact ecosystem dynamics, health, and stability. It also allows researchers to
explore a wide range of scenarios in a controlled environment, which could be beneficial
for evaluating fire modeling and forest management practices. Moreover, researchers can
investigate multifarious lidar-related aspects from acquisition to prediction. This could
include investigating the effect of added noise to the point coordinates, for example, by sim-
ulating wind or beam divergence. How various scan configurations, including placement
and scanner height, amount of overlap, and different vertical and horizonal field of views,
impact prediction results could be investigated. Future research could also encompass
exploring how prediction accuracy is influenced by the distance from the scanner, or how
factors other than volume are affected by scan density. It would also be interesting to
simulate terrain using digital elevation models (DEM) that represent the topography of
the forest plot and evaluate how varying topography impacts model accuracy. It would
also be useful to evaluate other metrics and algorithms for prediction. Simulated forest
plots and TLS can also be used to test responses to extreme events, such as disasters or
rare environmental conditions, without causing harm or damage in the real world, and to
mimic long-term changes over short periods.

The focus of our future work will be to incorporate models of real-world objects, such
as trees or shrubs modeled by quantitative structure models (QSMs), into the virtual space
for further analysis, and work towards more realistic synthetic data sets, including terrain
and topological features that are designed to mimic specific landscapes and serve as “digital
twins” for experimentation and modeling.

6. Conclusions

In this study, we have presented a semi-automated approach for creating forest stands
and simulating lidar. We have further investigated the impact of scan location and feature
space for modeling forest parameters. Using the simulated lidar-derived metrics, we docu-
mented strong performances from the SVM (R-squared of 0.554) and RF (R-squared of 0.541)
algorithms, slight improvements when combining multiple scans to calculate metrics, and
more drastic improvements when incorporating spherical voxel-based metrics (R-squared
of 0.697 and 0.738 for SVM and RF, respectively) designed to characterize occlusion.

Furthermore, we have highlighted the potential for using synthetic remote-sensing
datasets to examine the lidar acquisition and scanning characteristics under controlled
parameter sets that can be implemented across different forest stand complexities. This
research allows us to reexamine existing methods and optimize workflows, data collec-
tion, and algorithm selection. Additionally, deep learning models are being incorporated
into remote sensing applications, and the need for large datasets for training models is
increasing; as such, synthetic datasets can provide a potential solution to this challenge
as large realistic datasets can be generated in a precise, timely, and cost-effective manner.
Synthetic modeling allows researchers to explore hypotheses that might be challenging
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to test directly in the field. It can also help identify gaps in current knowledge and guide
further empirical research. Finally, it should be noted that the approach is not just limited
to creating forest plots, but has a wider application in remote sensing as well as other fields.
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