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Abstract: Precise Point Positioning (PPP), coupled with the ambiguity resolution (AR) method,
has demonstrated substantial potential in fields like agricultural navigation and airborne mapping.
However, there remains a notable deficiency in the comprehensive comparative evaluation of its
performance when using rapid and real-time satellite products, especially for mass low-cost receivers.
Stations equipped with geodetic and low-cost receivers are analyzed in kinematic and static mode.
In the kinematic mode, the GPS+Galileo-combined PPP, employing ambiguity fixing with “WHU”
rapid products, achieves the highest positioning accuracy of 0.9 cm, 0.9 cm, and 2.6 cm in the North,
East, and Up components, respectively. Real-time PPP using “CNT” products attains accuracies of
2.1 cm, 2.7 cm, and 4.8 cm for these components, utilizing GPS ambiguity-fixed PPP. BDS positioning
accuracy is inferior to standalone GPS, but improves when the number of visible BDS satellites
exceeds 10. Convergence time analysis shows that approximately 38.2 min are required for single GPS
or BDS PPP using the “WHU” products and geodetic receivers, which can be reduced to 18.5 min
for dual-system combinations and further to 14.8 min for triple-system combinations. The time
can be further reduced by ambiguity fixing. In the static mode, multi-GNSS combination does not
significantly impact convergence times, which are more influenced by the precision of the products
used. Real-time products require approximately 22 min to achieve horizontal accuracy below 0.1 m,
while rapid products reach this accuracy within 10 min. For PPP using low-cost GNSS receivers,
more than two hours are necessary to achieve an accuracy better than 0.1 m for kinematic PPP,
which is considerably longer than the convergence time observed at MGEX stations. However, the
accuracy achieved after convergence, as well as the performance of static PPP, is comparable to that
of MGEX stations.

Keywords: Precise Point Positioning; ambiguity resolution; low-cost receivers

1. Introduction

Precise Point Positioning (PPP) technology provides high-precision positioning on
a global scale [1], offering a distinct positioning method compared to traditional differ-
ential GNSS that depends on local reference stations. This is achieved through advanced
models that correct satellite orbit and clock errors, as well as atmospheric delays. Never-
theless, PPP’s widespread adoption is hindered by the long convergence time required to
achieve high positioning reliability. Addressing this issue, PPP with Ambiguity Resolution
(PPP-AR) incorporating multi-frequency observations [2], atmospheric delay augmenta-
tion [3], emerges as a robust solution. Despite requiring additional phase-bias products,
PPP-AR facilitates faster convergence, often within just ten minutes. Moreover, PPP-AR

Remote Sens. 2024, 16, 1434. https://doi.org/10.3390/rs16081434 https://www.mdpi.com/journal/remotesensing

https://doi.org/10.3390/rs16081434
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com
https://orcid.org/0000-0002-5108-4828
https://doi.org/10.3390/rs16081434
https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com/article/10.3390/rs16081434?type=check_update&version=1


Remote Sens. 2024, 16, 1434 2 of 20

holds the potential to enhance positioning accuracy even after convergence. By efficiently
resolving integer ambiguities in carrier-phase measurements, PPP-AR can achieve high-
precision results more rapidly, which is particularly vital in time-critical applications such
as agricultural navigation, airborne mapping, and rapid response initiatives during natural
disasters [4,5].

In the advancement of PPP-AR, both the Fractional Cycle Bias (FCB) model proposed
by Ge et al. [6] and the Decoupled Clock (DC) model proposed by Laurichesse et al. [7]
have played crucial roles. The FCB model is aligned with the traditional ionosphere-free
(IF) PPP model using the legacy IF satellite clocks. This method involves estimating wide-
lane biases as a constant over a 24 h period, employing the Melbourne–Wübbena (MW)
combination observations [8,9]. Concurrently, the narrow-lane biases are estimated through
single-differenced ambiguities by fixing an integer candidate from a reference satellite.
The DC model incorporates the narrow-lane UPDs into the legacy satellite clocks and
estimates a secondary clock specifically for pseudorange [10]. The DC products can be
converted to the undifferenced mode, allowing for seamless integration with established
IGS bias standards. Alternatively, Geng et al. [11] developed an improved estimation
model in which clocks and phase biases are initially estimated based on the ambiguity-
float raw PPP model. Subsequently, these estimated phase biases are employed to fix the
integer ambiguity, thereby aiding in constraining the ambiguity parameters during the
clock estimation procedure. Finally, both the ambiguity-fixed satellite clocks and biases
are estimated.

Several analysis centers (ACs) are currently providing orbit, clock, and code/phase-
bias products in post-processed, rapid, and real-time modes. In 2019, the School of Geodesy
and Geomatics at Wuhan University (SGG) began offering post-processed multi-GNSS
phase-bias products based on the orbit/clock data from IGS analysis centers (ACs). How-
ever, the distribution of these products was discontinued after GPS week 2034 (https:
//github.com/FCB-SGG/FCB-FILES/, accessed on 14 April 2024). For rapid products,
Centre National d’Etudes Spatials (CNES) has released code/phase-bias products uti-
lizing the GeoForschungs Zentrum (GFZ) rapid orbit/clocks (http://www.ppp-wizard.
net/products/POST_PROCESSED/, accessed on 14 April 2024) [12]. Additionally, the
Pride group from Wuhan University has disseminated GPS/Galileo/BDS-2/BDS-3 rapid
products for multi-frequency observations (ftp://igs.gnsswhu.cn/pub/whu/phasebias/,
accessed on 14 April 2024) [13], enabling the ambiguity resolution with any arbitrary
frequency combination. Concurrently, CNES has consistently distributed multi-GNSS
real-time orbit/clock and code/phase-bias products, compliant with the State Space Rep-
resentation (SSR) messages standard. The products are also accessible in a post-stored
standard format (http://www.ppp-wizard.net/products/REAL_TIME/, accessed on 14
April 2024), facilitating simulated real-time processing. Furthermore, researchers are en-
deavoring to enhance the model’s capability through advancements such as migrating the
ionospheric delay [14], signal biases [15,16] and multipath effects [17].

The phase and code bias corrections are commonly transformed into observable-
specific biases (OSB) for each frequency, subsequently archived in the Solution Independent
EXchange (SINEX) format [18]. This format facilitates the implementation of PPP-AR on the
user side by enabling direct corrections to raw observations prior to the formation of any
linear combinations, irrespective of the specific method employed for phase-bias estimation.
A significant distinction arises in the application of satellite and receiver antenna phase
center corrections (PCO) within the MW combinations. Specifically, when estimating
wide-lane bias products through the MW combination method, as demonstrated by the
products from SGG, PCO corrections are not applied. On the other hand, in cases where
bias estimation is conducted using the undifferenced model, such as with the products
from CNES and WHU, the application of PCO corrections is critical within the framework
of IF PPP-AR.

The effectiveness of PPP-AR utilizing OSB products from various ACs has undergone
extensive validation and assessment. Cao et al. [19] evaluated the performance of BDS-
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3/GNSS multi-frequency PPP-AR employing rapid OSB products derived from CNES,
coupled with GFZ orbit/clocks, using a cascading ambiguity resolution method. Their re-
sults demonstrated that quad-frequency PPP-AR significantly enhances BDS PPP efficiency,
reducing the convergence time from 54 min to 39 min in kinematic PPP, and achieving a
positioning accuracy of 5 mm horizontally and 1.5 cm vertically in 25 min for static PPP.
Additionally, Geng et al. [20] conducted a comparative analysis of PPP-AR performance
across different ACs, utilizing the PRIDE-PPPAR II software and sequential least-squares
method. This study highlighted a potential 30% improvement in horizontal accuracy
following ambiguity resolution in static GPS/Galileo PPP. Furthermore, assessments of
PPP-AR performance employing CNES real-time biases revealed that the GPS/Galileo
combination exhibits optimal performance [21,22], achieving convergence times of approxi-
mately 15 min in kinematic mode and 12 min in the static model. However, it is noteworthy
that PPP-AR performance for BDS systems was comparatively inferior and lacked detailed
analysis using the real-time OSB products.

Numerous studies have evaluated the performance of PPP-AR using products from
various ACs. However, comparative analyses of rapid and real-time products, especially
concerning different GNSS system combinations, have not been extensively explored.
Moreover, while most studies typically utilize MGEX geodetic receivers, the performance
of massive GNSS receivers remains underexplored [23–26]. This study aims to conduct a
comprehensive assessment of PPP-AR performance using rapid and real-time products
across different system combinations, with a specific focus on evaluating the performance
of low-cost GNSS receivers. The structure of this study is organized as follows: Section 2
outlines the commonly utilized PPP-AR models employing OSB. Section 3 details the
data-processing strategies. Sections 4 and 5 present the evaluation of PPP-AR performance,
focusing on the convergence time and precision after the convergence of PPP-AR solutions
using the geodetic and low-cost receivers. Finally, Section 6 concludes the study with key
findings and implications.

2. Theory and Methods

GNSS multi-frequency observation equations from satellite k to receiver r in the unit
of length can be written as:

Pk
r,1 = ρk

r,1 + tr − tk + γk
r + dr,1 + dk

1

Pk
r,2 = ρk

r,2 + tr − tk + g2
2γk

r + dr,2 + dk
2

Pk
r,q = ρk

r,q + tr − tk + g2
qγk

r + dr,q + dk
q

Lk
r,1 = ρk

r,1 + tr − tk − γk
r + λ1

(
Nk

r,1 + br,1 + bk
1

)
Lk

r,2 = ρk
r,2 + tr − tk − g2

2γk
r + λ2

(
Nk

r,2 + br,2 + bk
2

)
Lk

r,q = ρk
r,q + tr − tk − g2

qγk
r + λq

(
Nk

r,q + br,q + bk
q

)
(1)

where the subscripts 1, 2, and q indicate the frequency of the GNSS observation from satel-
lite k. The frequency 1 and 2 is the legency combination used for the IGS clock estimation,
that is L1/L2 for GPS, E1/E5a for Galileo, C2I/C6I for BDS, and the q can represent any
third frequency. P and L are the pseudorange and carrier-phase measurements in meters; ρ
denotes the geometric distance between satellite k and station I including the troposphere
delay and the satellite/receiver antenna phase center errors, respectively; tr and tk denote
the receiver and satellite clocks, respectively; γ is the slant ionosphere delay on frequency
1; g2 and gq are the ionospheric coefficient associated with frequency. λ and N are the
wavelengths and the integer ambiguities; dr and dk symbolize the receiver and satellite
code biases, respectively; similarly, br and bk are the receiver and satellite phase biases.
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To perform the PPP AR, users are required to simply deduct the code and phase
OSB from their corresponding pseudorange and carrier-phase observations. Specifically,
this involves: 

P̂k
r,1 = Pk

r,1 − dk
1

P̂k
r,2 = Pk

r,2 − dk
2

P̂k
r,q = Pk

r,q − dk
q

L̂k
r,1 = Lk

r,1 − λ1bk
1

L̂k
r,2 = Lk

r,2 − λ2bk
2

L̂k
r,q = Lk

r,q − λqbk
q

(2)

where dk
1, dk

2 and dk
q are the known code OSB corrections in meters, which are stable on a

daily basis; bk
1, bk

2 and bk
q are the known phase OSB corrections, which are time-variant.

After correcting the satellite clock errors with the corresponding products, the resultant
PPP ambiguities will retrieve their integer properties. In the raw PPP model, users can
use any two or more frequencies of the pseudorange and carrier phase from Equation (2)
to perform PPP. In scenarios of the positioning application, ionospheric delay emerges
as a primary source of error that must be mitigated. Therefore, the impact of first-order
ionospheric delay can be removed using the dual-frequency IF observation, which can be
expressed as: {

Pk
r,IF = ρk

r,IF + tr − tk + dr,IF + dk
IF

Lk
r,IF = ρk

r,IF + tr − tk + λIF

(
Nk

r,IF + br,IF + bk
IF

) (3)

where the subscript ‘IF’ denotes the ionosphere-free combination. This combination is
derived by multiplying the observations from frequency 1 and frequency q, as detailed
in Equation (1), with their respective coefficients α1q and β1q. To exemplify, consider the
pseudorange IF combination, which can be formulated as follows: Pk

r,IF = α1qPr,1 + β1qPr,2

α1q =
f 2
1

f 2
1 − f 2

q
, β1q =

f 2
1

f 2
1 − f 2

q

(4)

Typically, the L1/L2 frequency combination is employed for dual-frequency IF PPP.
To facilitate ambiguity resolution, wide-lane ambiguities are initially determined using the
observable MW combination:

Ns
r,w = λw

( Ls
r,1+zs

r,1
λ1

− Ls
r,2+zs

r,2
λ2

)
− f1(Ps

r,1+zs
r,1)+ f2(Ps

r,2+zs
r,2)

f1+ f2

(5)

where Ns
r,w represents the wide-lane ambiguity and λw denotes the wide-lane wavelength;

f denotes the signal frequency. Of particular note, zs
r,1 and zs

r,2 refer to the antenna phase
center corrections which are: {

zs
r,1 = zr,1 sin θs

r + zs
1

zs
r,2 = zr,2 sin θs

r + zs
2

(6)

where zs
r,1 and zs

r,2 represent the vertical PCO of the receiver antenna at frequencies 1 and 2,
respectively. Similarly, zs

1 and zs
2 correspond to the PCO of the satellite antenna; θs

r denotes
the elevation angle of satellite s with respect to receiver r. The receiver PCO correction can
be omitted when applying a single difference between satellites in the context of PPP-AR.

The WL ambiguity can be reliably fixed after multi-epoch smoothing due to its long
wavelength. Then, the IF ambiguities estimated from Equation (3) can be decomposed into
the narrow-lane ambiguities using the fixed WL ambiguity, which can be written as:

Ns
r,n =

f1 + f2

f1
Ns

r,IF −
f2

f1 − f2
Ns

r,w (7)
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where Ns
r,n represents the narrow-lane ambiguity, and f denotes the frequency of the

observation. Given that the wavelength of the NL ambiguity is relatively short and its
accuracy is closely correlated with the float ambiguities, which are easily affected by the
accuracy of observation modeling, the LAMBDA method is used for ambiguity search
and validation. Once the WL and NL ambiguities are resolved, the IF ambiguities can be
accurately recovered. Consequently, this enables the implementation of an ambiguity-fixed
PPP solution.

3. Data and Strategy

Figure 1 shows the 36 globally distributed MGEX stations for the PPP-AR tests. The
stations are capable of tracking the GPS/Galileo/Glonass/BeiDou multi-GNSS, multi-
frequency observations with the geodetic receiver. The experimental period was from day
of year (DOY) 330 to 344 in 2023. To fully evaluate the performance of PPP-AR, the orbit,
clock and phase-bias products with different time delay were utilized. These included
post-stored CNES real-time products, GFZ rapid orbit/clock with phase biases estimated
from CNES and the ambiguity-fixed clock/bias products from Wuhan University, labeled as
“CNT”, “GBM”, and “WHU”, respectively. Additionally, various GNSS combinations were
employed for the ambiguity-float and ambiguity-fixed PPP tests, including the single GPS
(G), single BeiDou (C), GPS+Galileo (GE), GPS+BeiDou (GC) and the GPS+Galileo+BDS
(GEC). The data are processed using both kinematic and static models. Convergence time
is assessed using a positioning accuracy metric, indicating the duration until positioning
errors in all East (E), North (N), and Up (U) components are below 10 cm for 10 consecutive
epochs, respectively. After the convergence, positioning accuracy was evaluated by calcu-
lating the Root Mean Square (RMS) of the ENU components, with reference coordinates
for each station derived from the IGS weekly solutions. Data leading to re-convergence
during daily processing were excluded from the statistical analysis. Table 1 presents a
detailed comparison of the signal types available in various products and those utilized for
ionosphere-free (IF) PPP. Notably, rapid products encompass biases across all frequencies
for all GNSS systems. However, a notable distinction exists in the biases for the real-time
Galileo products: the “CNT” product includes Galileo biases on the Q channel, while the
“GBM” product offers biases on the X channel. In contrast, the “WHU” products feature
biases on both the X and Q channels.

Remote Sens. 2024, 16, x FOR PEER REVIEW 5 of 21 
 

 

𝑁 , = 𝑁 , − 𝑁 ,¯
  (7)

where  𝑁 ,  represents the narrow-lane ambiguity, and  𝑓 denotes the frequency of the 
observation. Given that the wavelength of the NL ambiguity is relatively short and its 
accuracy is closely correlated with the float ambiguities, which are easily affected by the 
accuracy of observation modeling, the LAMBDA method is used for ambiguity search and 
validation. Once the WL and NL ambiguities are resolved, the IF ambiguities can be accu-
rately recovered. Consequently, this enables the implementation of an ambiguity-fixed 
PPP solution. 

3. Data and Strategy 
Figure 1 shows the 36 globally distributed MGEX stations for the PPP-AR tests. The 

stations are capable of tracking the GPS/Galileo/Glonass/BeiDou multi-GNSS, multi-fre-
quency observations with the geodetic receiver. The experimental period was from day of 
year (DOY) 330 to 344 in 2023. To fully evaluate the performance of PPP-AR, the orbit, 
clock and phase-bias products with different time delay were utilized. These included 
post-stored CNES real-time products, GFZ rapid orbit/clock with phase biases estimated 
from CNES and the ambiguity-fixed clock/bias products from Wuhan University, labeled 
as “CNT”, “GBM”, and “WHU”, respectively. Additionally, various GNSS combinations 
were employed for the ambiguity-float and ambiguity-fixed PPP tests, including the sin-
gle GPS (G), single BeiDou (C), GPS+Galileo (GE), GPS+BeiDou (GC) and the GPS+Gali-
leo+BDS (GEC). The data are processed using both kinematic and static models. Conver-
gence time is assessed using a positioning accuracy metric, indicating the duration until 
positioning errors in all East (E), North (N), and Up (U) components are below 10 cm for 
10 consecutive epochs, respectively. After the convergence, positioning accuracy was eval-
uated by calculating the Root Mean Square (RMS) of the ENU components, with reference 
coordinates for each station derived from the IGS weekly solutions. Data leading to re-
convergence during daily processing were excluded from the statistical analysis. Table 1 
presents a detailed comparison of the signal types available in various products and those 
utilized for ionosphere-free (IF) PPP. Notably, rapid products encompass biases across all 
frequencies for all GNSS systems. However, a notable distinction exists in the biases for 
the real-time Galileo products: the “CNT” product includes Galileo biases on the Q chan-
nel, while the “GBM” product offers biases on the X channel. In contrast, the “WHU” 
products feature biases on both the X and Q channels. 

 
Figure 1. Distribution of stations used for the PPP experiments. 

  

Figure 1. Distribution of stations used for the PPP experiments.



Remote Sens. 2024, 16, 1434 6 of 20

Table 1. Details of biases available in products and the used biases.

Labels Type Systems Signals Used for PPP

CNT Real-time

GPS
Galileo
Glonass

BDS-2/BDS-3

GPS:C1C/C2W/L1C/L2W
Galileo:C1C/C5Q/L1C/L5Q

BDS:C2I/C6I/L2I/L6I

WHU Rapid

GPS:C1W/C2W/L1C/L2W
Galileo:C1C/C5Q/L1C/L5Q

C1X/C5X/L1X/L5X
BDS:C2I/C6I/L2I/L6I

GBM Rapid
GPS:C1W/C2W/L1C/L2W
Galileo:C1X/C5X/L1X/L5X

BDS:C2I/C6I/L2I/L6I

All experiments were conducted using an in-house software developed on the G-Nut
library platform [27]. The observations can be processed either in real-time mode or near
real-time model, utilizing a forward Kalman filter or a backward smoothing method [28].
The code and phase biases are directly corrected in the raw observations during the pre-
processing phase. Therefore, ambiguity-float PPP solutions are also computed with phase-
bias-corrected observations if the phase biases are available in SINEX files. Both the
ionosphere-free and raw models are supported with any arbitrary GNSS observation signal
combinations by defining the GNSS observation types, frequencies, and channels in the
configuration file. For achieving the ambiguity-fixed solution in the IF model, the MW
combinations are used for the wide-lane ambiguity resolution, followed by narrow-lane
ambiguity resolution using the LAMBDA method [29]. For the raw model, wide-lane
ambiguity is initially resolved based on the raw float ambiguities of L1 and L2, and the
fixed wide-lane ambiguity serves to constrain the float ambiguities in the raw PPP model.
Subsequently, ambiguity resolution in the raw model is accomplished via the LAMBDA
method. Additionally, the partial ambiguity resolution strategy is applied, wherein variance
and ambiguity residuals are used to define subsets of ambiguities. The bias criteria are
set at 0.25 and 0.15 cycles for wide-lane and narrow-lane ambiguities, respectively. The
ratio test with a threshold of 2.0 is used for the narrow-lane ambiguity resolution. Detailed
data-processing strategies are shown in Table 2.

Table 2. Data-processing strategies of PPP-AR.

Parameter Configurations

Observations Frequency GPS:L1/L2 Galileo:E1/E5a
BDS-2/BDS-3:B2I/B6I

Estimator Extended Kalman filter
observation noise Pseudorange: 0.3 m; carrier-phase: 0.003 m
Cutoff elevation 7◦

Ionosphere delays ionosphere-free combination
Troposphere delays Saastamoinen [30] + Global Mapping Function [31]
Weighting strategy Elevation-dependent weighting

Antenna phase centers Igs20.atx
Tidal displacements Corrected [32]

Relativistic effect Corrected
Satellite attitude Nominal

Receiver clocks
One for each GNSS as a white-noise-like

parameter; ISB estimated for the BDS-2 and BDS-3
with the BDS-2 down weighting



Remote Sens. 2024, 16, 1434 7 of 20

4. Evaluation of PPP Using Geodetic Receivers
4.1. Multi-GNSS Kinematic Solution

In this section, we carry out kinematic PPP using 24 h of MGEX data, with both
the ambiguity-float and ambiguity-fixed model. Figure 2 provides an overview of the
averaged RMS values for each station after PPP convergence when using products from
different agencies for GPS+Galileo ambiguity-fixed PPP. It can be observed that the RMS
are relatively stable over different stations; however, there is a large difference in exits
between the rapid products and real-time products. Furthermore, the accuracy from the
“WHU” products is slightly better than that of the GBM products. The mean positioning
accuracy of the kinematic PPP solutions for different stations are given in Table 3.
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Table 3. Statistical results for the kinematic position accuracy of the ambiguity-float and ambiguity-
fixed solutions.

System Product Float Fixed Float to Fixed
Improvements

N E U N E U N E U

GPS
GBM 1.4 1.9 3.4 1.1 1.3 2.9 21% 32% 15%
WHU 1.3 1.8 3 1 1.2 2.6 23% 33% 13%
CNT 2.3 3.1 5.1 2.1 2.7 4.8 9% 13% 6%

BDS
GBM 3.0 4.0 5.7 2.9 3.9 6 3% 3% −5%
WHU 3.0 3.9 5 2.8 3.7 5.4 7% 5% −8%
CNT 3.9 5.1 6.7 4 5.3 6.9 −3% −4% −3%

GPS+BDS
GBM 1.7 2 3.5 1.3 1.4 3.3 24% 30% 6%
WHU 1.5 1.7 3 1.1 1.1 2.9 27% 35% 3%
CNT 3.4 4.5 6.9 3.4 4.4 6.9 0% 2% 0%

GPS+GAL
GBM 1.6 1.7 3 1.1 1 2.9 31% 41% 3%
WHU 1.4 1.5 2.8 0.9 0.9 2.6 36% 40% 7%
CNT 2.6 3.2 5.4 2.4 2.7 5.2 8% 16% 4%

GPS+GAL+BDS
GBM 1.7 1.9 3.1 1.3 1.2 3 24% 37% 3%
WHU 1.5 1.6 2.8 1.1 1 2.7 27% 38% 4%
CNT 3 3.6 5.7 2.8 3.3 5.6 7% 8% 2%



Remote Sens. 2024, 16, 1434 8 of 20

In the comparative analysis of PPP derived from different satellite system combina-
tions, both the standalone GPS, GPS+Galileo- and GPS+Galileo+BDS-combined models
exhibit comparable accuracy. These combinations consistently achieve horizontal accu-
racies within 2 cm and vertical accuracies within 4 cm in ambiguity-float PPP scenarios,
employing rapid processing products (“GBM” and “WHU”). A marginal enhancement
is observed in the GE-combined PPP relative to the standalone GPS approach, with only
several improvements noted in the East and Up directions. This can be attributed to the in-
herent geometric robustness and precision of GPS products, which already offer substantial
accuracy. On the contrary, incorporating BDS observations into PPP results in a reduction
in positioning accuracy. This decrease could be attributed to the lower accuracy of BDS
rapid products in multi-GNSS equal-weighting processing strategies. The single BDS PPP
with “WHU” products and ambiguity-float PPP yield accuracies of only 3 cm, 3.9 cm, and
5.0 cm for the East, North, and Up components, respectively. Nevertheless, integrating GC
observations markedly improves accuracy across these directions. Moreover, it is important
to note that the positioning accuracy of the GEC combination is slightly inferior to that of
GE and GC. This discrepancy arises because the accuracy is calculated from the time when
the coordinate errors meet the convergence threshold of 0.1 m in each component until
the end of processing. While multi-GNSS PPP can achieve faster convergence, resulting
in more inaccurate coordinates included in the accuracy statistics, the overall accuracy is
slightly diminished.

When evaluating PPP performance using various products, results achieved with
rapid products outperform those obtained using real-time products (“CNT”), with “WHU”
demonstrating superior accuracy across different products. The accuracy improvements of
“WHU” products compared to “GBM” products range from 5% to 15%. These advance-
ments are ascribed to the ambiguity-fixed clocks utilized by “WHU” products, enhancing
overall performance. Moreover, accuracy enhancements range from 20% to 60% relative
to “CNT” real-time products. The reduced accuracy associated with “CNT” products is
linked to the inaccuracies of satellite orbit and clock products in real-time, especially con-
cerning BDS. In the context of comparing positioning modes between ambiguity-float and
ambiguity-fixed PPP, all phase-bias products facilitate an improvement in accuracy, except
for BDS-only PPP. Notably, the horizontal accuracy improvements, particularly in the East
component, surpass those in the vertical dimension. Overall, the GPS+Galileo-combined
PPP, employing ambiguity fixing with “WHU” products, achieves the highest positioning
accuracy, reaching 0.9 cm, 0.9 cm, and 2.6 cm for the North, East, and Up components,
respectively. Real-time PPP using “CNT” products attains accuracies of 2.1 cm, 2.7 cm, and
4.8 cm for the North, East, and Up components, respectively, utilizing the GPS ambiguity-
fixed PPP. The accuracy of BDS positioning is inferior to that of standalone GPS, with
rapid products achieving accuracies of 3.0 cm, 3.9 cm, and 5.0 cm, and real-time products
achieving 3.9 cm, 5.1 cm, and 6.7 cm, respectively. This discrepancy can be attributed to
the inferior quality of BDS products, as well as the poor satellite geometry. To be specific,
the global distribution of the stations and the average number of satellites are presented in
Figure 3. Notably, only the stations located in the Asia–Pacific region have a better number
of visible BDS satellites larger than 12, which is primarily attributed to the contribution of
GEO and MEO satellites.

Figure 4 illustrates the variations in the average three-dimensional errors and satellite
numbers for BDS-float PPP over all stations, sorted by the number of visible satellites. It
is evident from the figure that there is a high correlation between positioning errors and
the number of visible satellites. According to the statistics, when the number of visible
satellites exceeds 10, the average positioning errors of BDS in the N, E, and U directions are
2.9 cm, 3.6 cm, and 5.5 cm, respectively.
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Figure 5 illustrates the average convergence time required for ambiguity-float kine-
matic PPP employing various combinations of GNSS and rapid products from “WHU”
at different stations. The analysis reveals that PPP with either GPS or BDS alone yields a
comparable convergence duration of approximately 38.2 min to achieve 10 cm accuracy
in three dimensions. However, this convergence time varies significantly across stations
due to the satellite geometry. In terms of the multi-GNSS combinations, the integration of
‘GE’ and ‘GC’ effectively reduces the convergence time to 18.5 min. While the addition of
BDS does not improve PPP accuracy, its significant contribution to reducing convergence
time is clear. The combined use of three systems, namely, ‘GEC’, further shortens the
average convergence time to 14.8 min. These observations highlight the advantage of
multi-GNSS combinations in accelerating convergence times through improved satellite
spatial geometry.

In ambiguity-float mode, where users lack an indicator to determine the convergence
of PPP, understanding the duration to a specified accuracy can serve as a valuable metric
for assessing PPP convergence. However, when employing the ambiguity resolution in
PPP, the reliability of the solution is commonly gauged using the Time to First Fix (TTFF)
metric. Hence, Figure 6 displays the average convergence times for ambiguity-fixed PPP,
utilizing the TTFF metric. It reveals that the convergence times are 18.8 and 23.2 min for the
standalone GPS and BDS PPP, respectively, marking a significant reduction of 51.5% and
38.4% compared to ambiguity-float PPP solutions. In the case of dual-GNSS combinations,
a consistent average convergence time of 7.8 min is observed across different combinations.
The combination of GPS, Galileo, and BDS further compresses the convergence time to
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5 min. Note that gaps shown within the figure are attributed to the exclusion of data
as outliers.
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different GNSS combinations with “WHU” products.

Statistics using the “GBM” rapid products are shown in Figure 7. The data show
average convergence times of 38.3 min, 20.5 min and 16.7 min for the single-, dual- and
triple-GNSS combinations with ambiguity-float PPP. After applying ambiguity fixing, the
averaged TTFF is 18.6 min, 7.5 min and 6 min, respectively. Overall, the performance of
PPP in terms of convergence time and accuracy after convergence from “WHU” products
outperforms that of the “GBM” products. Consequently, the subsequent comparisons
exclude the “GBM” products.

Additionally, solutions using the “CNT” real-time products, as illustrated in
Figures 8 and 9, reveal notably longer convergence times compared to those associated
with “WHU” products. Specifically, the data show average convergence times of 50.4 min
for standalone GPS, 42.6 min for dual-GNSS combinations, and 37.5 min for triple-GNSS
combinations. This indicates that the convergence efficiency improvements facilitated by
multi-GNSS observations are less marked with “CNT” products as opposed to “WHU”
solutions. However, following the application of ambiguity resolution techniques, there
is a substantial reduction in average convergence times to 22.6 min, 8.4 min, and 6.4 min,
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respectively. Note that the data gaps for GPS and BDS statistical results shown in Figure 8
indicate that the TTFF exceeds 2 h and, therefore, are excluded from the analysis.
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Figure 10 illustrates the convergence of two-dimensional (2D) position errors for
the “WHU” (top) and “CNT” (bottom) products with “GE” ambiguity-float (left) and
ambiguity-fixed (right) solutions. The time series of the raw horizontal positioning errors
are plotted with green points. Additionally, the corresponding 50%, 68%, and 95% quantiles
are plotted in different colors, with positioning errors of 0.1 m highlighted in shades of grey.
The results indicate that convergence times of 9.5, 15, and 36.5 min are necessary to reach
the threshold at different probability levels using the “WHU” products and ambiguity-float
PPP. These times can be shortened to 8, 10, and 32 min after the ambiguity resolution.
For real-time processing, convergence times of 31, 42, and 108 min are required, and no
improvement is observed with ambiguity resolution.
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It is important to highlight that the convergence time measured by positioning accu-
racy differs from the results depicted in Figure 9, which utilize the TTFF metric.

Table 4 provides a summary of the convergence time for PPP utilizing various metrics.
It is evident that the convergence time measured by the accuracy are reduced through
ambiguity-fixing techniques; however, this is less apparent compared to the TTFF metric.
This discrepancy arises because the accuracy enhancement resulting from ambiguity fixing
typically operates at the centimeter to millimeter level. Figure 11 illustrates the positioning
error series for station NICO using “GE” PPP on DOY 335, 2023, serving as an illustrative
example. For the “WHU” and “CNT” products, the convergence time measured by the
ambiguity-float PPP accuracy is 15.5 min, which decreases to 14.5 min after ambiguity
fixing. However, it can be reduced to 7.5 min using the TTFF metric. Consequently, it is
concluded that the TTFF achieved through ambiguity fixing should be perceived more as
an indicator of a reliable PPP solution rather than a guarantee of high accuracy.

Table 4. Statistical analysis on the convergence time of PPP using different GNSS combinations and
convergence metrics.

Ambiguity-Float PPP with 10 cm
Accuracy Metric

Ambiguity-Fixed PPP with 10 cm
Accuracy Metric

Ambiguity-Fixed PPP with TTFF
Metric

Single-
GNSS

Dual-
GNSS

Triple-
GNSS

Single-
GNSS

Dual-
GNSS

Triple-
GNSS

Single-
GNSS

Dual-
GNSS

Triple-
GNSS

WHU 38.2 18.5 14.8 33.3 15.7 13.1 21 7.8 5
GBM 38.3 20.5 16.7 31.9 17.1 15.6 18.6 7.5 6
CNT 50.4 42.6 37.5 48.3 43.1 36.5 22.6 8.4 6.4
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4.2. Multi-GNSS Static Solution

This section investigates the performance of multi-GNSS static PPP using various
combinations. It has been demonstrated that the rapid products from “WHU” outperform
the “GBM” products in terms of ambiguity-float and ambiguity-fixed PPP. In this analysis,
“WHU” rapid products are utilized for rapid processing, alongside ‘CNT’ products for
real-time PPP comparison. Targeting applications with rapid positioning is needed in the
mass market; PPP sessions are performed with a duration of 4 h, amounting to 6 sessions
for a single day’s processing. The convergence of horizontal and vertical positioning errors
to thresholds of 0.1 m, 0.05 m, and 0.03 m serves as a statistical indicator to compare the per-



Remote Sens. 2024, 16, 1434 14 of 20

formance of different solution combinations. Figure 12 presents the statistical results from
the ambiguity-float PPP, calculated with different combinations, where 68% of positioning
errors meet the specified thresholds. The results show that the convergence rate for the real-
time ambiguity-float PPP with “CNT” products is slower compared to rapid products. On
average, convergence to 0.1 m accuracy requires approximately 9.5 min for rapid products
and 21.3 min for real-time products. For 0.05 m accuracy, the average convergence times
are 19.1 min and 46.5 min, respectively. A notable difference in convergence times between
rapid and real-time products becomes evident at the 0.03 m threshold, largely attributed
to the lower accuracy of real-time products. This discrepancy requires extended obser-
vation periods to refine the filter’s estimated parameters. Statistical analysis reveals that
achieving this accuracy level takes an average of 36.8 min with rapid products, compared
to 221.7 min with real-time products. In comparison, Figure 13 illustrates convergence
times for ambiguity-fixed PPP. Since the TTFF indicator has been shown to be insufficient
for ensuring high accuracy in PPP, the convergence time of ambiguity-fixed PPP is also
calculated using absolute positioning errors. Average convergence times of 8.8 min and
21.5 min are required for the rapid and real-time PPP errors to reach a 0.1 m threshold.
For attaining a precision level of 0.05 m, the average required times are 12.6 min and
38.3 min, respectively, marking a 30.1% and 43.9% improvement over the float solution. A
pronounced contrast is seen in the convergence to 0.03 m, especially in the vertical direction
for real-time processing, which is significantly extended due to tropospheric decorrelation
and the need for vertical coordinate convergence. The statistical findings confirm that
an average duration of 33.5 min and 136 min are required for the vertical PPP to achieve
0.03 m accuracy using the rapid and real-time products. Figure 14 details the convergence
of horizontal (left) and vertical (right) positioning errors for “GE”-combined PPP with
“WHU” rapid products. The legend includes a red line for the 50% percentile, a blue line
for the 68% percentile, and a purple line for the 98% percentile of errors. Three dashed grey
lines indicate the accuracy convergence thresholds at 0.03 m, 0.05 m, and 0.1 m. It is clear
that the vertical accuracy of PPP converges more slowly than its horizontal accuracy, and
there are only minimal improvements in accuracy after 60 min. This slower convergence is
primarily attributed to the inferior geometry of the vertical dilution of the position, which
restricts the accuracy of PPP in the height direction.
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5. Evaluation of PPP Using Low-Cost Receivers

The analysis in the previous section was based on MGEX GNSS stations, which
typically employ geodetic receivers. In contrast, this section focuses on static and kinematic
PPP experiments conducted with low-cost GNSS receivers, which are more commonly
used in mass market applications. The experiment took place from Day of Year (DOY)
300 to 315, 2023, at the Nanjing University of Information Science & Technology. A choke
ring antenna, positioned in an open-sky environment and connected to a geodetic receiver
for the Continuously Operating Reference Station service, was used. Two low-cost GNSS
receivers, specifically the Septentrio Mosaic X5 and the Unicorecom UM980, were linked
to the antenna via a signal splitter, establishing a zero-baseline configuration within the
three GNSS receivers. The data are collected with a 5 s sampling rate, with PPP processing
performed at a 30 s interval. Reference coordinates were determined by averaging the
results from 30 days of static PPP using the geodetic receivers. The data collected from the
two low-cost receivers were processed using the same strategies and combinations as those
employed in the MGEX processing described in the previous section. Figure 15 presents
the convergence time of the horizontal positioning errors for both ambiguity-float (top)
and ambiguity-fixed (bottom) PPP, using the rapid products (left) and real-time products
(right), with the GPS+Galileo+BDS-combined PPP.
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The analysis revealed that 12 min and 50.5 min are required to achieve an accuracy of
0.05 m for the rapid and real-time products, respectively, with a 68% positioning error. By
applying ambiguity resolution, the convergence times were reduced to 9.5 min and 47 min,
respectively, resulting in improvements of 26.3% and 6.9%. The convergence time for the
ambiguity-float PPP is even shorter than that of the MGEX stations. However, the results
are overall consistent with those observed for MGEX stations, indicating that the accuracy
of the products has a more significant impact on the accuracy of static PPP.

In kinematic PPP analysis, it is observed that a convergence time of 15 min is necessary
to achieve an accuracy of 0.1 m using rapid products. The application of ambiguity fixing
does not significantly reduce this convergence time. Conversely, when employing real-time
products, the convergence time extends to 184 min and 157 min for ambiguity-float and
ambiguity-fixed PPP, respectively. Notably, the convergence time for ambiguity-float PPP
is considerably longer than that observed at MGEX stations in the previous section. For a
detailed examination, Figures 16 and 17 present a comparison of the convergence times for
ambiguity-float and ambiguity-fixed PPP using rapid and real-time products, respectively.
It is evident that the convergence time for real-time products is slower than that of the
geodetic one. Upon the convergence of PPP, the accuracy of the “GE”-combined PPP in
the North, East, and Up directions is found to be 1.8 cm, 3.1 cm, and 5.4 cm for the rapid
products, and 1.1 cm, 1.8 cm, and 2.7 cm for the real-time products, respectively. The
achieved accuracy after convergence is comparable to that observed at the MGEX stations.
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6. Conclusions

PPP is becoming increasingly important in applications such as providing reference
coordinates for relative positioning, rapid processing for aviation surveying data, and
ocean sea level monitoring. Accuracy and convergence times are two critical indicators for
PPP users, especially for the mass users using low-cost GNSS receivers. The emergence
of phase biases for multi-GNSS and multi-frequency signals brings new opportunities for
fast PPP(-AR). In this study, we evaluate the performance of PPP using real-time and rapid
products with data from 36 globally distributed stations, as well data from two low-cost
GNSS receivers. We assess the performance of ambiguity-float and ambiguity-fixed PPP in
terms of static and kinematic modes using the rapid products from “WHU” and “GBM”, as
well the real-time products from “CNT”.
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In terms of the accuracy of kinematic PPP using different system combinations after
convergence, the GPS+Galileo-combined PPP, employing ambiguity fixing with “WHU”
products, achieves the highest positioning accuracy, reaching 0.9 cm, 0.9 cm, and 2.6 cm for
the North, East, and Up components, respectively. Real-time PPP using “CNT” products
attains accuracies of 2.1 cm, 2.7 cm, and 4.8 cm for the North, East, and Up components,
respectively, utilizing the GPS ambiguity-fixed PPP. The accuracy of BDS positioning is
inferior to that of standalone GPS, with rapid products achieving accuracies of 3.0 cm,
3.9 cm, and 5.0 cm, and real-time products achieving 3.9 cm, 5.1 cm, and 6.7 cm, respectively.
When the number of visible BDS satellites exceeds 10, the average positioning errors can be
improved to 2.9 cm, 3.6 cm, and 5.5 cm, respectively.

Then, a convergence time to achieve 10 cm accuracy and the TTFF indicator are used
to evaluate the convergence time of kinematic ambiguity-float and ambiguity-fixed PPP.
Approximately 38.2 min is required for the single GNSS; the time can be shortened to
18.5 min for dual-system combinations. Additionally, the time can be further shortened to
14.8 min for the triple-system combinations. For the ambiguity-fixed PPP, the TTFF metrics
are reduced by 51.5% and 38.4% for single GPS and BDS PPP to 18.8 cm and 23.2cm. The
convergence time can be further shortened to 7.8 min using the multi-GNSS combinations.
In terms of the real-time products, 37.5 min and 8.4 min are required for the ambiguity-float
and ambiguity-fixed PPP. However, the TTFF should be seen more as an indicator of reliable
PPP convergence rather than convergence to high accuracy.

In the context of static PPP using various GNSS combinations and precise products, it
has been observed that the choice of GNSS combination does not significantly influence the
convergence times; instead, these times are more dependent on the precision of the products
employed. Specifically, real-time products take approximately 22 min to achieve horizontal
accuracy below 0.1 m, while rapid products reach this accuracy within 10 min. However,
applying ambiguity fixing does not bring notable improvements. For the accuracy threshold
of 0.05 m, convergence times of 19.1 min and 46.5 min are required for rapid and real-time
products, respectively. In this case, ambiguity fixing can reduce the convergence times
to 13 min and 39 min, respectively. If aiming for an even higher precision of 0.03 m, the
required convergence times would need to be extended to 36.8 min for rapid products, and
real-time products would require more than two hours.

For PPP using low-cost GNSS receivers, more than two hours is necessary to achieve
an accuracy better than 0.1 m for both the ambiguity-float and ambiguity-fixed kinematic
PPP, which is considerably longer than the convergence time observed at MGEX stations.
However, the accuracy achieved after convergence is comparable to that observed at MGEX
stations. Additionally, static PPP requires 12 min and 50.5 min to achieve an accuracy of
0.05 m for the rapid and real-time products, respectively, and the convergence time can
be reduced to 9.5 min and 47 min after ambiguity resolution. The performance is also
comparable to that of the MGEX stations.
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