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Abstract: This study evaluates the performance of fourteen high-resolution WRF runs with different
combinations of parameterizations in simulating the atmospheric conditions over the complex terrain
of central Chile during austral winter and spring. We focus on the validation of results for coastal,
interior valleys, and mountainous areas independently, and also present an in-depth analysis of
two synoptic-scale events that occurred during the study period: a frontal system and a cut-off
low. The performance of the simulations decreases from the coast to higher altitudes, even though
the differences are not very clear between the coast and interior valleys for 10 m wind speeds and
precipitation. The simulated vertical profiles show a warmer and drier boundary layer and a cooler
and moister free atmosphere than observed. The choice of the land-surface model has the largest
positive impact on near-surface variables with the five-layer thermal diffusion scheme showing the
smallest errors. Precipitation is more sensitive to the choice of cumulus parameterizations, with
the simplified Arakawa–Schubert scheme generally providing the best performance for absolute
errors. When examining the performance of the model simulating rain/no-rain events for different
thresholds, also the cumulus parameterizations better represented the false alarm ratio (FAR) and
the bias score (BS). However, the Morrison microphysics scheme resulted in the best critical success
index (CSI), while the probability of detection (POD) was better in the simulation without analysis
nudging. Overall, these results provide guidance to other researchers and help to identify the best
WRF configuration for a specific research or operational goal.

Keywords: WRF sensitivity studies; central Chile; complex terrain; case studies

1. Introduction

Central Chile, located between 30 and 36◦ S along the west coast of South America, is
home to more than half of the Chilean population. The region comprises the Central Valley,
a nearly flat depression where Santiago city (>7.5 million people) is located, bounded to the
west by the Chilean coastal range and to the east by the Andes Cordillera, both extending
in a north–south direction and parallel to each other. Other main coastal and interior cities
are located on the western side of the Chilean coastal range.

The region is characterized by a mild Mediterranean climate [1,2], located between the
dry and hot conditions of northern Chile and the humid and cold conditions of southern
Chile. It is year-round under the influence of the permanent subtropical Southeast Pacific
(SEP) anticyclone [3,4] with annual mean precipitation ranging between 350 and 400 mm,
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which falls on only 25–27 days (Chilean Weather Service, https://climatologia.meteochile.
gob.cl/ (accessed on 15 July 2022)), mainly due to the passage of cold fronts in austral fall
and winter months (May–September), and to a lesser extent by cut-off lows [5–8].

Warm and dry conditions aloft, due to synoptic-scale adiabatic compression associated
with the SEP anticyclone, and cold and moist conditions in the marine boundary layer
generate a thermal inversion, typically located below 1 km, that is usually capped by
stratus clouds [9–12]. An offshore area of lower surface pressure flanked by the outskirts
of the SEP anticyclone and the continent, known as a “coastal low”, is another important
synoptic feature more frequently affecting the region during the austral winter and spring
months [13].

Numerical weather forecasts have been constantly improving in the past decades [14]
due to a number of factors such as increased computer capacity and observational cov-
erage, better model numerics, model initial conditions, and a better representation of the
physical mechanisms controlling atmospheric processes. The increase in computer power
has allowed the simulation of atmospheric processes at finer resolutions, on the order
of 1 km or less. However, despite these improvements, the performance of numerical
weather forecasts over complex terrain is still a challenge since real topographic features
cannot be accurately represented at typical model resolutions, and the representations
of energy, mass, and momentum exchange between the atmosphere and the surface in
model parameterizations are based on the assumption of horizontally homogeneous and
flat surfaces [15].

Many studies have conducted sensitivity experiments to different model physical
parameterizations in complex terrain around the world, focused on improving the rep-
resentation of convective processes and precipitation, the near-surface wind field, high
pollution, and extreme events, among others [16–24]. In South America, sensitivity studies
with the Weather Research and Forecast (WRF) model along the Andes Cordillera have
focused on testing different resolutions [25], and different microphysics [26–28], cumu-
lus [22], land-surface model [29,30], and PBL parameterizations [31–33]. These studies,
particularly those performed over central Chile, have analyzed a few case studies over
only a few days, have employed horizontal resolutions ranging between 3 and 10 km, or
their analysis has focused on a small area. Studies focusing on 1 km (or less) horizontal
resolutions have not considered many sensitivity simulations, mainly due to the large
computational requirements.

The present study evaluates a relatively larger number (14) of WRF model sensitivity
experiments at 1 km horizontal resolution over a relatively large area (2◦× 2◦) in central
Chile, larger than those employed in previously cited studies. Furthermore, this study
spans a period of 83 days during austral winter and spring. As mentioned above, the
region is composed of different geographical features (coastal, relatively flat interior val-
leys, and mountain sites), whose near-surface conditions may show different temporal
variability [34,35] and their representation in numerical forecasts may differ [36]. We aim
to identify the physical parameterizations with the best performance or those with the
largest limitations in simulating the atmospheric conditions over the entire region, as well
as over the different sub-regions (coastal, interior valleys, or mountains). In addition, we
quantify how the different sensitivity experiments represent two case studies that affected
the region during the study period: a cold front and a cut-off low, which are associated
with high winds, low temperatures, increased cloudiness, and precipitation. The results
from this study can provide guidelines that can be used in future WRF model settings for
operational and research activities over central Chile and other regions around the world
with similar geographical features.

The paper is organized as follows: Section 2 describes the model sensitivity simula-
tions, the observations used to assess their performance, and a description of the sub-regions
analyzed; Section 3 evaluates the performance of simulations over coastal, interior valleys,
and mountain sites during the whole period, and specifically during the occurrence of the

https://climatologia.meteochile.gob.cl/
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two case studies. Finally, a discussion of the results and the conclusions is provided in
Section 4.

2. Data and Methods
2.1. WRF Model Sensitivity Experiments

We used the Advanced Research module of the Weather Research and Forecasting
(WRF) model, version 3.6.1 [37]. A control (ctr) simulation was configured with four nested
domains, as depicted in Figure 1a, with 27, 9, 3, and 1 km horizontal resolutions. Only
the results from the smallest domain (domain 4, D4), with the highest resolution (1 km),
are presented here. This domain includes the Santiago metropolitan area, several coastal
and interior cities to the west-northwest, and part of the Andes Cordillera to the East. The
simulation employed land-use data based on the Moderate Resolution Imaging Spectrora-
diometer (MODIS) at 30 arc seconds (approximately 0.9 km in horizontal resolution).

Figure 1. (a) The WRF 4-nested domain configuration and (b) the location of atmospheric weather
stations (red circles), the rain gauges (blue circles), and the Santo Domingo radiosonde station (black
circle) superimposed on domain D4. The black star shows the location of Santiago’s center and the
shaded colors represent the terrain altitude from D4, separated by the three ranges used to select
coastal, interior valley, and mountainous locations in the study.

The ctr simulation included 60 vertical levels at variable resolution and with enhanced
density near the surface and the tropopause. It was run for 83 days between 25 July and
15 October 2014 to simulate the atmospheric conditions during the Valparaiso Atmospheric
Measurements of Pollution and Impact on the Regional Environment (VAMPIRE; [38,39]) and
the Pollution Impact on Snow in the Cordillera-Experiments and Simulations (PISCES; [40])
field campaigns, two collaborative projects between different universities of Chile, Mexico,
Brazil, and Spain. The Climate Forecast System version 2 (CFSv2, [41]) provided the initial
and boundary conditions for the simulation every 6 h, and output fields were saved every 1
h. An analysis nudging [42–44] was implemented in the outer domain (D1) to provide better
boundary conditions to the interior domains during the simulation period. Furthermore,
we set a 2-way interaction, which allows the inner domains to also provide feedback to
their parent domains.

The control simulation used the RRTMG [45] parameterization to calculate shortwave
and longwave radiation. Convective processes in domains 1–3 were calculated with the
Tiedtke scheme [46,47], while the WRF single-moment (WSM) 6-class scheme [48], which
includes ice, snow, and graupel processes, was used for microphysics. The Mellor–Yamada
Nakanishi and Niino Level 2.5 [49] was used for the planetary boundary layer (PBL), and
the Noah Land Surface Model (LSM) [50] was used to parameterize the surface–atmosphere
interaction in all domains. The Noah scheme forecasts the soil temperature and moisture
and also provides fractional snow cover and frozen soil physics.

Thirteen more sensitivity simulations were run (for a total of 14) during the same
83 days to assess their performance in the central region of Chile. Eleven of them only
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differed from the ctr simulation in one physical parameterization. Among the schemes
tested on this study were the 5-layer (5L) thermal diffusion [51] and RUC [52] LSM schemes,
the Yonsei University (YSU, [48]), the Mellor–Yamada–Janjic (MYJ, [53]), and the Grenier–
Bretherton–McCaa (GBM, [54]) PBL schemes, the Kain–Fritsch (KF, [55]), new Grell [56,57]),
and new simplified Arakawa–Schubert (SAS, [58] cumulus schemes, and the WRF single-
moment 3-class (WSM3, [59]), the two-moment Morrison (Morr, [60]), and the WRF two-
moment 6-class (WTM6, [61]) microphysics parameterizations. In addition, we performed
two more simulations; one to test the impact of running the model without using analysis
nudging, and another one using 1-way (the inner domains cannot provide feedback to their
parent domains) instead of 2-way feedback in all domains. Table 1 describes the different
simulations performed in this study and the labels we will use afterwards to refer to them
in the text and figures. In summary, we will test a number of LSM, PBL, cumulus, and
microphysics parameterizations. We are aware that other physical processes like radiation
can have a notable influence on the representation of atmospheric conditions over the
region. However, we did not test their influence in this study.

Table 1. Description of the configuration used in each of the 14 model runs. Changes with respect to
the ctr simulation are highlighted in bold, depending on the land-surface model (LSM), microphysics
(MP), cumulus, and planetary boundary layer (PBL) schemes employed, and the decision to use
nudging or 1–2 feedback options.

No. Sim LSM PBL Cumulus MP Nudging Feedback

1 ctr Noah MYNN2 Tiedtke WSM6 Yes 2 way
2 cu1 Noah MYNN2 KF WSM6 Yes 2 way
3 cu5 Noah MYNN2 Grell WSM6 Yes 2 way
4 cu14 Noah MYNN2 SAS WSM6 Yes 2 way
5 lsm1 5L MYNN2 Tiedtke WSM6 Yes 2 way
6 lsm3 RUC MYNN2 Tiedtke WSM6 Yes 2 way
7 mp3 Noah MYNN2 Tiedtke WSM3 Yes 2 way
8 mp10 Noah MYNN2 Tiedtke Morr Yes 2 way
9 mp16 Noah MYNN2 Tiedtke WTM6 Yes 2 way
10 no_fb Noah MYNN2 Tiedtke WSM6 Yes 1 way
11 no_ng Noah MYNN2 Tiedtke WSM6 No 2 way
12 pbl1 Noah YSU Tiedtke WSM6 Yes 2 way
13 pbl2 Noah MYJ Tiedtke WSM6 Yes 2 way
14 pbl12 Noah GBM Tiedtke WSM6 Yes 2 way

We focused on how the 14 WRF simulations represented the near-surface and higher-
level conditions, and the accumulated precipitation in the region during 83 days between
25 July and 15 October 2014. In addition to calculating mean statistical metrics for the whole
domain of analysis, we also assessed the performance of the model over three different
geographical settings present in central Chile: coastal, interior valley, and mountain sites.
Stations were selected for each group based on their reported altitude or from the Google
Maps information. Specifically, coastal sites are located below 250 m altitude, interior
valleys are located between 250 and 1000 m, and mountain sites are those located above
1000 m in altitude (see the layering in Figure 1b). As a result, 8 coastal, 15 valley, and
3 mountain stations were selected to analyze the 2 m temperature and relative humidity
(RH); 17 coastal, 12 valley, and 3 mountain stations were available to analyze the 10 m
wind speed, and 27 coastal, 53 valley, and 24 mountain rain gauges were selected to
analyze precipitation. Even though we only have three mountain stations for the analysis
of temperature, RH, and wind speed, it is very important to assess the performance of
simulations at those locations, where observations are scarce, to quantify their strengths
and limitations and also to help us better understand the important processes associated
with topography-enhanced precipitation, landslides, mountain flows, etc. We also analyzed
in detail how the simulations represented two synoptic-scale events: a cold front and a
cut-off low, which will be described in Section 3.3.
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To highlight the complexity of the terrain in central Chile and the difficulty of simulat-
ing the atmospheric conditions over this surface, Figure 2 shows vertical cross-sections of
the terrain height at the latitude of downtown Santiago (−33.45◦ S) from Google Earth (at
∼0.44 km resolution) and from WRF domain 4 (∼1 km horizontal resolution). On average,
the nearest WRF grid points to the stations underestimate the station altitude by 11 m and
8.6 m in the coastal and interior valley regions, respectively. On the other hand, the nearest
grid points overestimated the altitude of the mountain stations by 70 m on average.

Figure 2. Height–longitude cross-section of terrain height from Google Earth (∼0.44 km) and WRF
domain 4 (1 km horizontal resolution) at the latitude −33.45◦ S. The black star represents the location
of Santiago city.

During the period of study, four synoptic perturbations (3 cold fronts and 1 cut-off low)
affected the region. Based on satellite images and the precipitation recorded at the stations,
we selected all the days when the four synoptic systems affected central Chile, giving a
total of 14 days, which we will label as perturbed (Table 2). As previously mentioned,
the 14 WRF simulations were analyzed during 83 days between July and October 2014.
We also focused on analyzing how the 14 different simulations represented the perturbed
conditions (14 days affected by synoptic systems) compared to the other 14 unperturbed
days (Table 2) that occurred during the whole study period. Among the perturbed days
are the two study cases (a cold front and a cut-off low, highlighted in boldface in Table 2),
which will be analyzed below. It is important to note that no rainfall was recorded during
unperturbed days. Thus, we did not analyze the simulated precipitation during those days.
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Table 2. Date and type of 14 perturbed days and the dates of 14 unperturbed days analyzed in this
study.

Date Event

5–6 August 2014 Cold front
22–24 August 2014 Cold front

29 August–5 September 2014 Cold front
13 September 2014 Cut-off low

9 August 2014 Unperturbed
12–15 August 2014 Unperturbed
18–20 August 2014 Unperturbed
26–27 August 2014 Unperturbed
11 September 2014 Unperturbed

15–17 September 2014 Unperturbed

2.2. Observations

We used the 10 m wind speed, 2 m temperature, and relative humidity (RH) obser-
vations from atmospheric weather stations (AWSs) that are part of the Chilean Weather
Service (https://www.meteochile.gob.cl/ (accessed on 1 July 2022)), the National System
for Air Quality (https://sinca.mma.gob.cl/ (accessed on 1 July 2022)) and the Agrometeo-
rological (Agriculture Ministry, http://agromet.inia.cl/ (accessed on 1 July 2022)) networks.
We gathered 1-hourly data between 25 July and 14 October 2014 from a number of stations
in central Chile, located between the coast and the Andes Cordillera. A total of 26 stations
had reliable temperature and RH data for the period of study, whereas 32 stations were
used in the analysis of wind speed.

Daily accumulated precipitation from 104 rain gauges was provided by the Center
for Climate and Resilience Research (CR2, http://www.cr2.cl/recursos-y-publicaciones/
bases-de-datos/ (accessed on 15 July 2022)), whereas hourly precipitation data for the study
cases were obtained at the Vismet site (http://vismet.cr2.cl/ (accessed on 15 July 2022)),
maintained by CR2. We also downloaded daily accumulated precipitation estimations from
the Integrated Multi-Satellite Retrievals for the Global Precipitation Measurement (GPM)
(IMERG) for the case studies.

Radiosondes in central Chile are launched every day at 0000 and 1200 UTC at Santo
Domingo (code number 85586), the only radiosonde station located within the region. We
used radiosonde data from Santo Domingo station at 1200 UTC for September and October
2014, since radiosondes were not launched on most days of August 2014 due to technical
problems and those at 0000 UTC were not available. Figure 1b shows the location of the
Santo Domingo radiosonde station, the AWSs, and the rain gauges used in this study,
superimposed on WRF domain 4 (D4).

2.3. Model Evaluation

The performance of the WRF model was evaluated by examining the Pearson and
Spearman correlations, the mean bias and the root mean squared error (RMSE) between
simulations, and observations of 2 m temperature and RH, the 10 m wind speed, and
precipitation. In addition to these metrics, for the case of precipitation, we also analyzed the
probability of detection (POD), the false alarm ratio (FAR), the critical success index (CSI),
and the bias score (BS) to examine the performance of the model in simulating rain/no-rain
events for different thresholds. Each pair of observed and simulated rain events for a given
precipitation threshold was then classified into four categories and a contingency table was
created (Table 3), which allowed the calculation of the four metrics described below.

https://www.meteochile.gob.cl/
https://sinca.mma.gob.cl/
http://agromet.inia.cl/
http://www.cr2.cl/recursos-y-publicaciones/bases-de-datos/
http://www.cr2.cl/recursos-y-publicaciones/bases-de-datos/
http://vismet.cr2.cl/
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Table 3. Contingency table between the observed and simulated rainy events that defines the hits,
misses, and false alarms for each specific threshold.

Observed

Yes No

Simulated Yes Hits False alarms
No Misses Correct non-events

The POD provides the proportion of rainfall events that are successfully simulated by
the model and is calculated using the equation

POD =
h

h + m
(1)

where “h” (hits) indicates that the event with daily precipitation greater than the selected
threshold was both observed and simulated, and “m” (misses) indicates that the observed
rainfall value was above the threshold but the simulated value was below the threshold. A
POD value of 1 indicates that the event was perfectly simulated.

The FAR estimates the number of simulated rainy events when no rainy event was
observed and it is calculated using Equation (2). The term “fa” (false alarms) indicates that
the observed daily precipitation value is below the threshold and the simulated rainy event
is above the selected threshold. A FAR value of zero corresponds to the best score.

FAR =
f a

f a + h
(2)

The BS evaluates the tendency of the model to underestimate (BS < 1) or overestimate
(BS > 1) the observed rainy events. The BS is calculated using Equation (3), representing
a ratio between the frequency of simulated rainy events to the frequency of observed
events. BS equals one if the number of simulated events is the same as the number of
observed events.

BS =
h + f a
h + m

(3)

The CSI is the fraction of observed rainfall that is correctly simulated by the model
and is calculated using the equation

CSI =
h

h + f a + m
(4)

3. Results
3.1. Overall Performance in Central Chile

Almost all of the simulations showed Pearson linear and Spearman’s rank correlations
above 0.6, they all showed a root mean squared error (RMSE) below 23.5%, and similar
variability as the observations in the forecast of 2 m RH (Figure 3a and Table 4). Two
simulations were distinctively different from the rest: lsm3 (using the RUC LSM) and
lsm1 (using the 5-layer thermal diffusion LSM). They showed the lowest RMSEs (21.6%
and 18.0%, respectively) and bias (−4.7% and 8.5%, respectively) among the simulations
(Table 4). However, lsm1 showed less variability on its forecasts than the observations and
it was the only simulation that overestimated the observed 2 m RH. This may be related to
the fact that among the three LSMs used in the sensitivity experiments, lsm1 is the only one
that does not explicitly calculate the humidity at soil levels but uses climatological values
to estimate it. On the other hand, pbl2 (with the MYJ PBL scheme) and cu14 (SAS cumulus
parameterization) are the simulations that showed the worst performance (largest RMSE
and bias) in representing the 2 m RH in the region during the study period.
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Table 4. The RMSE, bias, and Spearman’s rank correlation coefficient (ρ) between each simulation and
the observed 2 m RH and temperature, and the 10 m wind speed, averaged over the whole domain
and the period of study. The simulations with the lowest value for RMSE, bias, and the highest rank
correlation coefficient for each variable are shown in boldface.

RH Temperature Wind Speed

Sim RMSE Bias ρ RMSE Bias ρ RMSE Bias ρ

ctr 22.4 −13.2 0.7 3.9 1.6 0.8 1.9 0.9 0.4
cu1 22.6 −13.2 0.7 3.9 1.6 0.8 1.9 0.8 0.4
cu5 21.8 −12.1 0.7 3.9 1.5 0.8 1.9 0.8 0.4
cu14 23.4 −14.3 0.7 4.0 1.7 0.8 1.9 0.8 0.4
lsm1 18.0 8.5 0.7 2.8 −0.2 0.9 1.8 0.6 0.4
lsm3 21.6 −4.7 0.6 3.7 1.1 0.8 1.6 0.4 0.4
mp3 22.2 −13.0 0.7 3.9 1.5 0.8 1.9 0.8 0.4

mp10 22.0 −13.1 0.7 3.8 1.5 0.8 1.9 0.8 0.4
mp16 22.2 −12.2 0.7 3.8 1.4 0.8 1.9 0.9 0.4
no_fb 22.2 −12.7 0.7 3.8 1.5 0.8 1.9 0.8 0.4
no_ng 22.7 −13.3 0.7 3.9 1.5 0.8 1.9 0.9 0.4
pbl1 22.8 −13.8 0.6 4.1 2.0 0.8 2.0 1.0 0.4
pbl2 23.3 −14.7 0.6 4.2 2.4 0.8 2.4 1.4 0.5

pbl12 22.7 −14.0 0.7 4.1 2.0 0.8 2.0 0.9 0.4

Figure 3. Taylor diagrams of (a) 2 m RH, (b) 2 m temperature, (c) 10 m wind speed, and (d) daily
accumulated precipitation for all simulations averaged over the whole domain and period of study.
Diagrams include the normalized standard deviation (nsdev) on the x- and y-axis, the Pearson
correlation coefficient along the azimuth, and the centered RMSE difference (radially from nsdev
reference value 1).
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The 2 m temperature forecasts from almost all of the simulations show strong (>0.75)
Pearson and Spearman correlations with observations in the region (Figure 3b and Table 4).
All the simulations are placed at similar positions on the Taylor diagram, except lsm1,
which shows the best agreement with the observations. It presents the largest correlations,
the smallest RMSE and bias (Table 4), and its forecast temperature variability is closer to
that observed (Figure 3b).

Figure 3c and Table 4 show moderate Pearson and Spearman correlation values
(0.4–0.5) for 10 m wind speed forecasts in all simulations. Two simulations show the
larger differences than the rest in the Taylor diagram. The pbl2 run (with the MYJ PBL
parameterization) shows the largest RMSE (2.4 ms−1) and bias (1.4 ms−1) among the
simulations over the whole period and the largest difference with the observed wind speed
variability. In contrast, the lsm3 simulation shows the lowest RMSE (1.6 ms−1) and bias
(0.4 ms−1), and the wind speed variability closest to the observations.

The Pearson and Spearman rank correlations for the accumulated precipitation fore-
casts in the region vary between 0.3 and 0.6 (Figure 3d and Table 5). The cu14 simulation
(using the SAS cumulus scheme) shows the lowest RMSE and bias, and the closest variation
to the observations among the simulations. On the other hand, the simulation with no
analysis nudging (no_ng) shows the largest RMSE and bias, although it shows a slightly
larger Spearman coefficient. Since cu14 and no_ng simulations show the best and worst
agreements, respectively, with rain gauges over the domain and period of study, we will
use both simulations in Section 3.3 to analyze the two case studies: a cold front and a
cut-off low.

Table 5. The RMSE, bias, and Spearman’s rank correlation coefficient (ρ) for the daily accumulated
precipitation (>1 mm) between each simulation and observations, averaged over the whole domain
and the period of study. The simulation with the lowest value of RMSE and bias, and the highest
rank correlation coefficient, is shown in boldface.

Precipitation

Sim RMSE Bias ρ

ctr 15.3 7.5 0.4
cu1 13.7 4.2 0.3
cu5 13.5 4.5 0.3
cu14 13.1 3.7 0.4
lsm1 15.2 7.4 0.4
lsm3 15.3 7.5 0.4
mp3 14.8 6.4 0.4
mp10 13.6 5.2 0.4
mp16 16.0 7.4 0.4
no_fb 15.0 7.3 0.4
no_ng 18.1 11.4 0.5
pbl1 15.4 8.3 0.4
pbl2 14.6 7.0 0.4
pbl12 15.9 7.7 0.4

All simulations represent the vertical distributions of temperature and the water
vapor mixing ratio (qv) reasonably well compared to the Santo Domingo radiosondes,
between 1 September and 15 October 2014 (Figure 4a,b). It is important to note that
the largest differences between the simulations and observations for RH occurs near the
surface, whereas those for temperature and wind speed occur near the surface but also
around the tropopause level. However, we only focused here on the comparison between
the surface and 700 hPa. Among all the simulations, cu14 and no_ng show the best
and worst agreements with the observations, respectively, regarding the representation
of the mean values and the variability shown over the period of analysis. Significant
differences in temperature and qv between the simulations and observations occur in
the PBL, below 900 hPa. Since the Santo Domingo sounding station is located just a few
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hundred meters from the coast, these differences may be related to the fact that even though
we are simulating the region at 1 km horizontal resolution, this may not be enough to
accurately represent the coastline, the cold marine boundary layer, and the local land–sea
circulations over the steep coastal terrain of the region. Thus, there are local cool, humid,
and calm conditions frequently recorded by radiosondes in the first levels, which the model
does not represent well. All the simulations show a boundary layer warmer and drier than
observed, whereas, above it, they simulate a cooler and moister atmosphere. The wind
speed is mainly overestimated in the layer 1000–700 hPa, except in the transition region
between the boundary layer and the free atmosphere (Figure 4c). A mean low-level jet
is observed at about 930 hPa, but it is simulated at a lower height. Overall, the largest
errors in temperature and humidity occur in the boundary layer (below 850 hPa) and they
decrease with height. However, wind speed forecasts show the opposite behavior.

Figure 4. Mean (thick line) and standard deviation (thin line) profiles for the observed (black line)
and simulated (a) temperature, (b) water vapor mixing ratio, and (c) wind speed. The blue and red
lines on each panel show the simulations with the lowest and largest RMSE with the Santo Domingo
radiosondes between 1 September and 14 October 2014. See the legend for details.

The performance of the simulations during the 14 perturbed days (those affected by
synoptic perturbations) and 14 unperturbed days (Table 2) are similar in both groups. The
same simulations show the best performance in both the perturbed and unperturbed days
for each variable. All the simulations represent the 2 m temperature and RH better in the
perturbed days, whereas the 10 m wind speed is better simulated on unperturbed days
over the region (Figure 5a–c). In general, and similar to unperturbed days, all simulations
overestimate the 2 m temperature and 10 m wind speed on perturbed days, whereas almost
all of them underestimate the 2 m RH (Figure 5d–f).

Overall, the results indicate that changing the LSM parameterization causes the largest
positive impact in representing the 2 m RH and temperature, and the 10 m wind speed
forecasts in the region. Furthermore, the low sensitivity of such surface variables to nudging
(Figure 5), for both perturbed and unperturbed days, supports the fact that the largest
source of uncertainty comes from the physics parameterizations instead of the model
dynamics. In contrast, precipitation shows a large sensitivity to the nudging option and to
the cumulus parameterizations in the outer domains, therefore having a large dependence
on both the dynamical and physical representations.
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Figure 5. Mean RMSE for (a) 2 m RH, (b) 2 m temperature, and (c) 10 m wind speed for each
simulation for perturbed and unperturbed days over the domain of study. (d–f) Same as (a–c), but
for the mean bias.

3.2. Sub-Regional Analysis

In this section, we analyze the performance of the WRF model in representing the
conditions of the three sub-regions: near the coast (<250 m), interior valleys (250–1000 m),
and mountain sites (>1000 m).

In general, the performance of simulated 2 m temperature and RH, 10 m wind speed,
and the accumulated precipitation decreases from the coast inland to high-altitude sites
(Table 6). It is important to note that the RMSE of the simulated 10 m wind speed is a bit
lower over the interior valleys of central Chile than over the coast, which may be related to
it being more difficult to represent the local circulation over coastal sites with steep terrain
than over higher-altitude but flatter terrain. The performance of the simulations changes at
mountain sites compared to coastal and interior locations. The 2 m RH is overestimated,
whereas the 2 m temperature and 10 m wind speed are underestimated at the high-altitude
mountain sites. The opposite occurs over the coast and the interior valleys (Table 6). In
the case of precipitation, simulations transition from underestimation near the coast to
overestimation in the high-altitude sites (Table 6).

Table 6. The RMSE and bias for 2 m temperature (temp), 2 m RH, 10 m wind speed (Wsp), and the
daily accumulated precipitation (values > 1 mm), averaged over all simulations, for each sub-region
of central Chile.

RMSE Bias

Variable <250 m 250–1000 m >1000 m <250 m 250–1000 m >1000 m

2 m RH (%) 19.1 23.2 24.1 −9.8 −14.8 9.1
2 m Temp (◦C) 3.0 3.9 5.7 1.1 2.5 −3.4
10 m Wind Speed (ms−1) 1.9 1.5 3.2 1.1 0.7 −0.4
Precipitation (mm) 13.4 13.6 14.3 −1.9 1.5 5.9

The lsm1 and lsm3 simulations show, in general, the best performance in simulating
the 2 m temperature, 2 m RH, and the 10 m wind speed over coastal and interior valley
locations (Figures 6 and 7). However, their performance representing these variables is
not as good over mountain sites (Figures 6 and 7). Despite this, since many more stations
are located at coastal and interior valleys, the results over these sub-regions largely affect
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the metrics shown in Table 4. The performance of the simulations at high-altitude sites
shows large variability, with different simulations showing the best results for each specific
variable. Analyzing more high-altitude sites during a much larger period may help clarify
which would be the best model configuration to use under these conditions.

Figure 6. The RMSE between WRF simulations and observations for (a) 2 m RH, (b) 2 m temperature,
(c) 10 m wind speed, and (d) accumulated precipitation over each sub-region.

The performance of daily accumulated precipitation is more variable among the simu-
lations and sub-regions compared to the other variables. There is a clear indication that
simulations changing the cumulus schemes consistently show the lowest errors. Sim-
ulations cu1, cu5, and cu14, with the Kain–Fritsch, Grell, and SAS cumulus schemes,
respectively, reduce the RMSE (Figure 6d) in all sub-regions compared to the ctr simulation
with the Tiedtke cumulus scheme. On the other hand, the no_ng simulation (without analy-
sis nudging) largely increases the RMSE and bias in each sub-region compared to the other
simulations. The benefit of analysis nudging to improve the representation of precipitation
in climate simulations has been shown in other studies [43,62,63]. It is important to note
that although it seems that precipitation forecasts are similar (based on the absolute errors)
for coastal and interior valleys and in general unaffected by the parameterization scheme
used for each sub-region, the results presented below show that precipitation forecasts
change between sub-regions and are affected by the different parameterizations.

The analysis of the POD shows a different result. First of all, the proportion of rainfall
events that are successfully simulated by the model increases from the coast to high-
altitude sites (Figure 8). The no_ng simulation shows, in general, the best POD among the
simulations, mainly for precipitation thresholds >8 mm/day (Figure 8a–c). The POD is
larger for the smallest (<4 mm/day) and largest (>12 mm/day) rainfall thresholds but
decreases for rainfall thresholds in between. In contrast, the simulations changing the
cumulus (cu1, cu5, and cu14) and microphysics (mp3, mp10, mp16) parameterizations
show the lowest POD in all sub-regions (Figure 8a–c).
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Figure 7. Diurnal variation of (a) 2 m RH, (b) 2 m temperature, and (c) 10 m wind speed, averaged
over the period of study and for each sub-region.

Figure 8. Probability of detection (POD) as a function of rainfall threshold for all WRF simulations
and for (a) coastal, (b) interior valleys, and (c) mountain locations over the period of study. (d–f) Same
as (a–c), but for the false alarm ratio (FAR).
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The lowest number of rainy events simulated by the model that were not observed
occurs in interior valleys (Figure 8d–f). The cu14 simulation shows in general the lowest
FAR values among the simulations at coastal and interior valley locations, mainly for
rainfall thresholds below 12 mm/day. However, other simulations changing the cumulus
(cu1) and microphysics (mp10) schemes also show low FAR values in those sub-regions.
At mountain sites, the lsm3 simulation shows the lowest FAR for all rainfall thresholds.
On the other hand, the no_ng simulation shows in general the largest FAR values in all
sub-regions.

All simulations overestimate the observed rainy events over the three sub-regions
and for each specific threshold (Figure 9a–c). The overestimation in simulations linearly
increases with rainfall thresholds in all sub-regions and the largest overestimation occurs
over mountain sites (Figure 9c). The no_ng simulation shows the largest overestimation
in each sub-region and for almost all rainfall thresholds. On the other hand, cu1, cu5,
cu14, and mp16 show the lowest overestimation among the simulations in coastal and
interior valley sites.

The fraction of observed rainfall thresholds correctly simulated by the model is larger
for interior valleys and mountain sites (Figure 9d–f). This fraction is larger for low rainfall
thresholds and decreases almost linearly with increasing rainfall thresholds for each sub-
region. Despite the large variability in CSI values over the different sub-regions, it seems
that mp10 shows, in general, the largest CSI values over the three sub-regions and for
almost all rainfall thresholds.

It is important to note that the number of observations available for analysis de-
creases with altitude and, additionally, the number of high-precipitation events is reduced.
Therefore, the results obtained for POD, FAR, BS, and CSI for mountain sites and large
precipitation thresholds should be considered with caution since they may be largely
dependent on the sample size.

Figure 9. Bias score (BS) as a function of rainfall threshold for all WRF simulations and for (a) coastal,
(b) interior valleys, and (c) mountain locations over the period of study. (d–f) Same as (a–c), but for
the critical success index (CSI).
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3.3. Case Studies
3.3.1. Frontal System: 6 August 2014

As was mentioned in the Introduction section, frontal systems affect central Chile
mainly between May and September and are responsible for significantly increasing water
resources in the region, via liquid and solid precipitation. A northwest–southeast aligned
cold front approached the region from the southwest on 5 August 2014, which is indicated
by low mean sea level pressure values to the south and a band of large precipitable
water vapor (PWV) advected into the region (Figure 10a). A 500 hPa trough to the west
(Figure 10a), as well as the subtropical jet located south of the study region (Figure 10b), also
provided synoptic-scale favorable conditions for convective development and precipitation.
The front reached the region on 6 August 2014 and gauge sensors located near the coast
started recording precipitation late in the night that day and for 6–8 h. The precipitation was
recorded in Santiago city and in the stations closer to the foothills of the Andes Cordillera
from the early morning that day. The maximum daily accumulated precipitation ranged
between 5 and 15 mm in the study region, with two stations located close to the Andes
foothills reporting accumulated precipitation values larger than 20 mm.

Figure 10. Horizontal distributions of (a) PWV (color shaded), MSLP (white contours), geopotential
height at 500 hPa (black contours), and wind vectors at 10 m, and (b) wind speed (color shaded),
geopotential height (black contours), and wind vectors at 300 hPa for 6 August 2014 at 0000 UTC
from ERA5 reanalysis. The black star shows the location of Santiago city.

This day also shows a clear diurnal variation in the observed mean 2 m RH, 2 m
temperature, and 10 m wind speed over the coastal and interior valleys (Figure 11a–f),
which is similar to that shown in Figure 7 for the entire period of study. However, the
near-surface wind speed does not show a clear diurnal variation this day at interior valley
sites. Figure 5c,f show that, contrary to the near-surface temperature and RH, the wind
speed over the study region is better simulated during unperturbed than during perturbed
days (those affected by the passage of synoptic events). The diurnal variation was also
considerably perturbed at mountain locations, with larger 2 m RH values, a cooler and
nearly constant 2 m temperature, and a more intense and variable wind speed than that
averaged over the entire period (Figure 11g–i). This is consistent with the system effecting
earlier in the Andes foothills than in the valleys and coastal areas, misrepresenting the
wind intensity and the system’s embedded circulations. Overall, lsm1 outperforms the
other simulations representing the near-surface humidity and temperature, despite not
being able to reproduce the minimum in relative humidity. The largest differences in the
other simulations mainly occur during nighttime. On the other hand, the lsm3 simulation
provides the best performance for 10 m wind speeds over coastal and valley areas.

The more intense precipitation (>5 mm) recorded by rain gauges on 6 August fell
across a northwest–southeast band, and the largest values (>20 mm) were recorded to the
east of Santiago city, in the Andes foothills (Figure 12a). Rainfall estimations from IMERG
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also show the more intense precipitation along a northwest–southeast band over the do-
main (Figure 12b), and even show a region of relatively larger values in the Andes foothills,
east/southeast of Santiago, as reported by the rain gauges. The WRF simulations largely
overestimate the precipitation, mainly over the southern part of the domain (Figure 12c,d),
although qualitatively they represent the region of maximum rainfall well. As described in
Figure 9d–f, all simulations overestimate precipitation over the three sub-regions indepen-
dently of the physics schemes employed. In addition, similar errors were present at coastal
sites and interior valleys for the different rainfall thresholds, but they largely increased at
mountain sites. Even though simulations are performed at a 1 km horizontal resolution,
important regional orographic effects may be misrepresented in the model resulting in the
described rainfall overestimation. The cu14 simulation, which shows the lowest RMSE
and bias with observations over the whole domain and the entire period (Table 5), offers a
much lower overestimation at the coastal and interior valley locations compared to no_ng
(Table 7), which showed the worst agreement with observations.

Figure 11. Diurnal variation of (a) 2 m RH, (b) 2 m temperature, and (c) 10 m wind speed from WRF
simulations and observations for 6 August 2014, averaged over coastal stations. (d–f) and (g–i) same
as (a–c), but for interior valleys and mountain locations, respectively.

Table 7. RMSE and bias of daily accumulated precipitation for cu14 and no_ng simulations over each
sub-region for 6 August 2014 and 13 September 2014 study cases.

RMSE Bias

Day Sim <250 m 250–1000 m >1000 m <250 m 250–1000 m >1000 m

6 August 2014 cu14 13.9 8.9 10.5 10.8 6.2 9.3
6 August 2014 no_ng 17.5 11.4 11.2 14.6 9.2 9.8

13 September 2014 cu14 4.8 8.5 7.8 −2.5 −2.3 −0.6
13 September 2014 no_ng 5.2 8.7 11.8 −3.2 −5.2 2.9

Figure 13 shows the hourly evolution of precipitation from the observations and
WRF simulations at Pirque station, which is located southeast of Santiago (33.6739◦ S,
70.58694◦ W and 663 m height), in the area where intense precipitation was reported on
this day. All the simulations (except mp10, pbl12, and no_ng) predicted the starting time of
precipitation at this site fairly well, but they overestimated the daily accumulated value
and the duration of precipitation. The cu1, cu5, and cu14 simulations better represented
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the evolution of precipitation at that site, highlighting that changing the cumulus schemes
in the sensitivity experiments produced the largest improvement in precipitation forecasts
in the region.

Figure 12. Horizontal distribution of daily accumulated precipitation (shaded color) from (a) rain
gauges, (b) IMERG data, (c) WRF cu14 simulation, and (d) WRF no_ng simulation for 6 August 2014.
The black solid lines represent the terrain height (intervals every 1 km, starting at 1 km). The black
star and circle show the locations of DGA Santiago and Pirque rain gauges, respectively.

Figure 13. Hourly precipitation from rain gauges and WRF simulations at Pirque station (33.6739◦ S,
70.58694◦ W, and 663 m height).
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3.3.2. Cut-Off Low: 13 September 2014

On 13 September 2014, a cut-off low developed offshore of the Chilean coast, showing
its typical cold-core signature at mid-levels (Figure 14a) and an isolated lower pressure area
at 300 hPa (Figure 14b). The system brought daily accumulated precipitation of less than
5 mm over most of the region, which started in the early morning. However, some stations
in Santiago and in the foothills of the Andes reported daily accumulated precipitation
between 10 and 20 mm.

Figure 14. (a) The temperature (color shaded) and wind field at 500 hPa, and the 1000–500 hPa
thickness (contours), and (b) the wind speed (color shaded), geopotential height (contours), and wind
vectors at 300 hPa for 13 September 2014 at 1200 UTC from ERA5 reanalysis. The white star shows
the location of Santiago city.

The cut-off low impacting this day did affect the observed mean near-surface tempera-
ture, humidity, and wind speed, averaged over the region of study, causing these variables
to show a weakened or almost constant daily variation over coastal sites and interior
valleys (Figure 15a–f). At mountain sites, the observed 2 m RH increased during the day to
values larger than 90% (Figure 15g), the 2 m temperature steadily decreased (Figure 15h),
and the 10 m wind speed was weak and highly variable (Figure 15i). The performance of
the simulations was different in each of the sub-regions analyzed and the largest errors
occurred over interior valleys and coastal locations. In general, the lsm1 (5-layer thermal
LSM) simulation showed the best agreement with the observations representing the 2 m
RH and 2 m temperature over coastal and interior valleys well, but not at mountain sites.
All simulations overestimate the 10 m wind speed over coastal and valley areas, with the
lsm3 (RUC LSM) showing the best agreement with the observations. At mountain sites,
no simulations perform well, in part due to the largely variable nature of the near-surface
wind on that day.

The most intense precipitation fell over higher altitudes in a northwest–southeast
band along the foothills of the Andes (Figure 16a). The IMERG precipitation does not show
a good agreement with the rain gauges this day (Figure 16b), although it shows larger
precipitation values over the northeastern part of the domain, as was reported by the rain
gauges. Although both WRF simulations (SAS scheme and no_ng) predicted reasonably
well the spatial distribution of the most intense precipitation, they showed differences
between them and with the observations (Figure 16c,d). The WRF SAS simulation pre-
dicted light precipitation at coastal locations, which increased inland and showed the most
significant values over the Andes Cordillera in the eastern/northeastern part of the domain.
However, it underestimated the precipitation over coastal locations and overestimated it
over the Andes Cordillera. The no_ng simulation largely underestimated the precipitation
over coastal locations and to the north of Santiago, whereas it largely overestimated the
precipitation observed to the east of the Chilean capital.
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Figure 15. Same as Figure 11, but for 13 September 2014.

Figure 16. Horizontal distribution of daily accumulated precipitation (shaded color) from (a) rain
gauges, (b) IMERG data, (c) WRF cu14 simulations, and (d) WRF no_ng simulation for 13 September
2014. The black solid lines represent the terrain height (intervals of 1 km, starting at 1 km). The black
star shows the location of the DGA Santiago rain gauge.
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4. Discussion and Conclusions

We conducted 14 high-resolution numerical sensitivity experiments with the WRF
model over central Chile for 83 days during austral winter and spring (from 25 July to
15 October 2014). The complex terrain includes different geographical features (coastal,
interior valleys, and mountain sites) that add difficulty in forecasting the atmospheric
conditions over this region, where important economic sectors and almost half of the
Chilean population reside. We tested several land-surface models, PBL, cumulus, and
microphysics schemes, and we also evaluated using analysis nudging and two-way vs. one-
way interactions among model domains. We assessed the physical schemes and parameters
that showed the best and worst agreements with observations in the region as a whole but
also focused on assessing the model performance over specific coastal, interior valleys, and
mountain locations in central Chile.

The performance of the simulated 2 m temperature, 2 m RH, 10 m wind speed, and
precipitation decreases in general from the coast to high-altitude sites. However, a slightly
lower RMSE for wind speeds and better timing and representation of rain/no-rain events
over interior valleys indicate that differences in wind speeds and precipitation between
the coastal and interior valleys are not clear. This highlights the difficulty the model has
in representing both the near-surface conditions and the precipitation enhancement over
complex terrain. Similar results have been reported in other studies [35,36,64,65], although
better agreements in near-surface temperature and humidity forecasts with observations at
mountain rather than at coastal sites have also been found in WRF model studies [66].

Changing the LSM parameterization may cause the largest impact on 2 m RH, 2 m
temperature, and 10 m wind speed forecasts in central Chile, whereas it does not signifi-
cantly influence precipitation. The simulations using the 5-layer thermal diffusion (lsm1)
and RUC (lsm3) LSM schemes show, in general, the best performance in simulating the 2 m
temperature, 2 m RH, and the 10 m wind speed over coastal and interior valley locations.
The lowest RMSE was found over coastal areas for 2 m temperature, 2 m RH, and 10 m
wind speeds, 2.6 ◦C, 13.5%, and 1.6 ms−1, respectively, whereas the lowest RMSEs obtained
over interior valleys were 2.6 ◦C, 18.2%, and 1.2 ms−1, respectively. Both simulations
(lsm1 and lsm3) show a poor performance in representing the near-surface conditions over
mountain sites. However, it is important to note that just a few stations were assessed over
this area. Therefore, confidence in our results would increase if more mountain sites were
available for our analysis. On the other hand, a controlled tuning of the LSM scheme could
improve the representation of near-surface conditions in the WRF model, which is a topic
of future research.

When forecasting the 10 m wind speed, the simulation using the RUC LSM shows
the best performance in terms of absolute errors in coastal and interior valley locations.
The statistical metrics for the simulation using the 5-layer thermal diffusion scheme are
very close (the second-best compared to observations). Therefore, the 5-layer thermal
diffusion LSM may be employed as an alternative to the RUC LSM scheme in studies
focused on wind speed over central Chile. Contrary to our results, Ref. [21] reported that
combining the RUC LSM with the MYYN PBL showed the worst performance in wind
speed forecasts among a number of WRF sensitivity experiments over a region of complex
terrain in Spain. However, its WRF configuration differed from ours in a number of other
aspects, highlighting the difficulty in selecting a group of physical parameterizations that
can successfully be used to accurately forecast different regions, atmospheric phenomena,
and times of the year.

All the simulations represented a boundary layer warmer and drier than observed
during the analyzed period. In contrast, they all simulated a cooler and moister free
atmosphere. The largest errors in these variables occurred in the boundary layer (below
850 hPa) and they decreased with height. The simulations mainly overestimated the wind
speed in the layer 1000–700 hPa, except in the transition region between the boundary layer
and the free atmosphere, and a low-level jet was mainly simulated at lower heights than
observed.
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Changing the cumulus schemes produces the most significant improvement in precip-
itation forecasts by reducing the RMSE, the bias score (BS), and the false alarm ratio (FAR)
over the region. However, the cumulus schemes show the lowest proportion of rainfall
events that are successfully simulated by the model. The simplified Arakawa–Schubert
(SAS) scheme showed the lowest RMSE (13.1 mm) and bias (3.7 mm). In addition, the
cumulus choice does not seem to have significant impacts on the 2 m RH, 2 m temperature,
and 10 m wind speeds. Ref. [67] showed that changing the cumulus parameterization
in the WRF model causes the most considerable variations in convective development
and precipitation compared to microphysics in the simulation of two case studies in the
southern Great Plains.

Similar to what was found for the whole period of analysis, the simulations using the
5-layer thermal diffusion and the RUC LSM schemes better represented, in general, the
near-surface variables during the days when a frontal system and a cut-off low impacted
central Chile. On the other hand, the simulation using the SAS cumulus scheme also
seemed to better represent precipitation when these two synoptic-scale events affected
the region.

The results obtained in this study have shown which physical parameterization or
parameter within the WRF model provides the best and the worst performance in the
region for each specific variable analyzed. Although this allows us to identify the best WRF
configuration for a specific research goal or the best operational model setting for the region,
the assessment of these and other physical parameterizations over a much larger period of
analysis (including other seasons) would be desirable in order to support the conclusions
obtained in this study. In addition, other aspects, such as increasing the boundary condition
update frequency or testing a different land-use database can be explored to improve the
model performance in the region.
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