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Abstract: Water quality impacts on water bodies such as reservoirs are strongly influenced by the
hydrodynamics of the system. Although multiple models might be applied, they are limited by the
simplification of the variables. In this study, a two-dimensional public domain model, CE-QUAL-W2,
was adapted to test whether it would generate an accurate hydrodynamic simulation of the URRÁ
Reservoir in Córdoba, Colombia, to understand water quality. The variables to be modeled were
temperature and dissolved oxygen due to their importance in ecological terms. Thus, trial and
error techniques were used to calibrate and validate the model, varying different parameters such
as the wind shelter coefficient (WSC). Although the model accurately predicted the hydrodynamic
part by having daily flow information, significant modifications to the eddy diffusivity coefficient were
required to simulate acceptable longitudinal currents. This research shows that the CE-QUAL-W2 model
fits adequately to tropical lentic systems. However, it is recommended that, for future studies, the
modeling be adjusted using hourly data, especially in areas where inflow and boundary conditions
are unstable.
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1. Introduction

Reservoirs are multifunctional systems [1] since they provide different services such
as water supply, navigation, fishing [2], power generation, and flow control in downstream
areas [3]. However, the entry of multiple pollutants into water bodies has increased due to
exponential industrial and population growth [4]; records show that more than 30% of the
world’s biodiversity of aquatic ecosystems has been degraded [5]. In fact, reservoirs could
be considered as sinks of pollutants from all basins [6] because of wastewater discharges
and river floods. Therefore, assessing water quality and hydrodynamics, the latter being
more stable in reservoirs than in rivers [7,8], is an essential issue for the socioeconomic
development [9] and water resource management [10].

Water engineering is supported by analytical equations, empirical/experimental meth-
ods, numerical methods, and data-driven approaches [11]. Although certain ecological
water quality models have been developed since 1970, the physical transport and mixing
processes are generally very simplified [12]. For instance, SWAT [13], MIKE-SHE [14], and
HSPF [15] have been used in upland areas and narrow streams while maintaining 1-D
hydrodynamic and quality conditions but are unable to simulate processes in larger water
bodies such as lakes and reservoirs, where 2-D and 3-D calculations are required [16,17].
There are one-dimensional models (predicting the distribution of temperature, salinity,
and density in a vertical profile), two-dimensional models (mainly the longitudinal and
vertical dimensions for reservoirs), and even a three-dimensional model (predicting the
distribution of temperature, salinity, and density in a vertical profile) [18–20]. The 2D
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(longitudinal-vertical) hydrodynamic and water quality model implemented in this study
was CE-QUAL-W2, previously known as LARM (laterally averaged reservoir model) [21].
The U.S. Army Corps of Engineers developed this model, which has been successfully
employed in studies worldwide [22].

The model’s equations are based on the hydrostatic and Boussinesq approximation,
without considering the vertical acceleration [23–25]. The support equations are the conti-
nuity equation, vertical and horizontal momentum equations, mass conservation equation,
free surface determination equation, and equation of state [26–28]. As the model assumes
lateral homogeneity, it is suitable for water systems with minor lateral variations and not for
those masses that exhibit significant changes [29,30]. The multiple features and utilities of
the model make it a powerful tool for studying several aspects of dams, such as the spread
of pollutants in reservoirs [31–34], transport of total dissolved solids driven by climate
change conditions [35], evaluation of thermal regimes [36–38], organic matter behavior [39],
chemical oxygen demand determination, eutrophication, and water quality control [26].

CE-QUAL-W2 model has been extensively used worldwide [38]. It has been applied
at least 32 times in Colombia, with regulations recommending the use of this tool for
environmental studies in reservoirs [40]. However, most studies in the research area are
limited due to outdated information for the scientific community. This lack of data also
limits the potential of numerical simulation and the capacity to predict the spatiotemporal
dynamics and variability of water quality. Therefore, it is essential to generate reliable
models consolidating a baseline of research for the design and operation of future projects
related to reservoirs in the national territory as well as to provide tools to the competent
environmental authorities for decision-making regarding environmental management
plans to prevent, mitigate, and compensate effects generated by pollution, climate change,
and loss of biodiversity, among others. The most innovative aspect of this research is
related to the possibility of to evaluate the water quality in the reservoir/river system
only based on dissolved oxygen and temperature coupled with hydraulics parameters in
the CE-QUAL-W2.

2. Methods and Materials
2.1. Study Area

URRÁ reservoir, built in 2009, is located in northwestern Colombia, 30 km south of the
municipality of Tierralta in the Department of Córdoba. The Sinú River (with its tributaries,
the Manso and Esmeralda Rivers) and the Verde River are its main inflows, originating in
the Paramillo National Natural Park. [41]. Its 45 km length allows it to cross the Embera
Katio indigenous reserves of the Alto Sinú region. The maximum discharge capacity is
700 m3/s, and the flow rate at which flooding begins downstream of the dam is 775 m3/s [42].

The reservoir has an overflow located on the right bank of the river with a maximum
discharge capacity of 9500 m3/s. The reservoir inundation area is 274 km2, with a total
volume of 1740 × 106 m3 and live storage of 1200 × 106 m3.

On the other hand, the area of the Sinú basin up to the URRÁ dam location is approx-
imately 4600 km2, while its total area up to the point where it flows into the Caribbean
Sea is 13,952 km2. This region is characterized by a tropical rainforest and an altitudinal
gradient of 250–1270 m above sea level [43], with a unimodal rainfall distribution pattern
and an average annual rainfall exceeding 3200 mm [44]. Its average temperature is 26.5 ◦C,
with variations throughout the year [45,46]. Figure 1 shows the study area.

2.2. Model Description
2.2.1. Initial and Boundary Conditions of the CE-QUAL-W2 Model

The initial conditions are the hydrochemical and environmental conditions that de-
scribe the system’s state at a given point in time prior to the start of the simulation. In the
case of a reservoir or reservoir simulation model, the initial conditions include [21]:
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• Depth: the average depth and spatial distribution of depth in the reservoir. These
values were assigned using the CSV file described in the input and processing data
Section 2.2.4.

• Temperature: the average temperature and spatial temperature distribution in the
reservoir water. This input was manually assigned as described in the input and
processing data Section 2.2.4.

• Salinity: the average and spatial distribution of salinity in the reservoir water.
• Nutrient concentration: This condition describes the concentration of nutrients such

as nitrogen and phosphorus and their spatial distribution in the reservoir. Dissolved
oxygen concentrations were defined by the modelers.

• Suspended matter concentration: This input defines the suspended matter concentra-
tion in the reservoir water and its spatial distribution.

• Flow velocity and direction: The velocity and direction of flow in the reservoir
or impoundment.

Figure 1. Study area.

Boundary conditions are the constraints defined at the boundaries of the system being
modeled. In the case of a reservoir simulation model, boundary conditions include:

• Water inflow and outflow: the amount of water entering and leaving the reservoir or
impoundment, including flow to and from rivers or aquifers and evapotranspiration.
These values were assigned through a CSV file described in the input and processing
data Section 2.2.4.

• Nutrient inflow and outflow: the amount of nutrients entering and leaving the reser-
voir, including wastewater discharge and agriculture.

• Precipitation: the amount of precipitation falling in the reservoir or impoundment.
• Evapotranspiration: the amount of water that evaporates and transpires in the reser-

voir or impoundment.
• Heat transfer with air: the amount of heat transferred from the air to the water in the

reservoir, which affects water temperature.
• Conditions in the river or aquifer feeding the reservoir: this condition refers to the

hydrochemical characteristics in the river or aquifer feeding the reservoir, including
depth, temperature, salinity, velocity, and direction, among others.

Initial and boundary conditions are significant because they determine the behavior
and results of the simulation and are critical to ensure the accuracy and completeness of



Water 2023, 15, 1013 4 of 18

the results. Therefore, it is important to monitor and periodically update the initial and
boundary conditions to ensure the accuracy and completeness of the simulation.

2.2.2. Equations

The six equations that the CE-QUAL-W2 model solves are summarized in Table 1,
where (1) represents the continuity equation; (2) horizontal momentum; (3) vertical mo-
mentum; (4) mass conservation equation; (5) free surface determination; and (6) equation
of state. These equations are described in [47].
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ρ = f (Tw, ϕTDS, ϕss) (6)

where U = velocity in the horizontal direction; B = width of the water body; x = horizontal
direction; W = speed in the vertical direction; z = vertical direction; q = lateral flow per
unit width; t = time; g = gravity acceleration; α = slope of the channel with the horizontal;
ρ = density; P = pressure; τx = mean lateral shear stress in the x-direction; τz = mean
lateral shear stress in the z-direction; η = elevation to the free surface; h = water depth;
f(TW, ΦTDS, ΦSS) = function of density depending on water temperature, total dissolved
solids or salinity, and suspended inorganic solids; qΦ = lateral mass flow (inlet/outlet) of
the constituent per unit volume; SΦ = kinetic term of the constituent; Φ = concentration
of the constituent (lateral mean); Dx = coefficient of dispersion of constituents in the
longitudinal direction; Dz = coefficient of diffusion of constituents in the vertical direction.

Table 1. Segmentation of the information.

Zone Segmentation

Zone 1: the confluence of the Verde River/Sinú River Branch 1 segments 1 to 16.
Branches 2 and 3.

Zone 2: middle zone of the reservoir Branch 1 segments 17 to 26.
Branches from 4 to 9.

Zone 3: near the dam Branch 1 segments 27 to 35.
Branches from 10 to 13.

2.2.3. Generalities

The simulation performed used version 4.5 of the CE-QUAL-W2 software. The model
must be calibrated and validated with data measured in the area to generate reliable and
accurate results. The description below includes geometric data, the initial and boundary
conditions, the main parameters of the water quality model, and constants referring to
the model [48,49]. It is essential to mention that the model does not establish the option
of reservoirs, which is why the body water type was specified as a lake, considering the
similarities in behaviors and characteristics. Another fundamental piece of information
was to provide the dimensions of the outlet hydraulic structure (spillway) for the model to
recognize the dynamics in the system. For this study, the slope assumed a constant value
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of 0 for the entire reservoir. Data dates were converted to Julian days, and it was assumed
that the sampling was held at 12:00:00 p.m.; therefore, the first day of January is denoted as
Julian day 1.5. File preparation was carried out using ArcGIS version 10.8 software.

Time configuration for the simulation year started from 20 January to 3 December
2010. For 2019, it began on 30 January and ended on 4 December. The validation was run
for 2020, making it possible to show that the model could simulate events on a different
date. These years were selected according to data availability and to evaluate two different
climatic conditions, 2010, with a remarkable La Niña phenomenon, and 2019, with the El
Niño phenomenon at the beginning of the cycle. The year 2020 was selected to calibrate
the model.

2.2.4. Input and Processing Data

As a first step, the study area was delimited (Figure 2) through a shapefile layer between
the upstream zone “confluence of the Sinú River/Verde River” to the downstream zone
“near the dam”. Some ramifications were disparaged because they were unrepresentative
when compared with the main ones of the total area of the body of water.

Figure 2. Study area delimitation.

Once delimited, it was necessary to divide the body of water into grids of vertical
and longitudinal dimensions, allowing complete coverage of the mass of water in the
direction of the flow since both the hydrodynamic and water quality analyses of the model
CE-QUAL-W2 work based on the finite difference method [50]. Each segment had several
vertical layers with the same heights; the tool used to develop the length and direction
of each segment was ArcGIS COGO, recorded in other studies [40]. Following that, a
total of 100 segments originated (Figure 3a), 74 were real, and 26 functioned as border
conditions, indicating where each branch begins and ends; a total of 13 branches were
classified (Figure 3b), and the confluence zone between the Verde River and the Sinú River
was established as the entrance of the reservoir.
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Figure 3. Segmentation of the water body. (a) Enumerated segmentation. (b) Segmentation showing
the number of branches represented by the black lines, where branch 1 is the longest.

Storage volume calculation for each segment was done using the “Polygon Volume”
tool of ArcGIS, where the height of the cross sections was 1 m, to obtain accurate results
and a good calculation time.

The width of each vertical layer was determined assuming a block geometry for the DEM
(digital elevation model, with 1.0 m of resolution) in TIN format with one (1) m resolution.
Seventy vertical layers originated, including two extra layers at the top and bottom of the
bathymetric model as boundary conditions, with altitudes from 72 to 140 m.a.s.l.

Previously calculated data such as segment length, direction, and cell width were
used for creating the bathymetry file in CSV (comma-separated values) format (an essential
element for developing the computational grid for the W2 model) [51]. Initial water
elevation was set as 125.6 m.a.s.l. on 20 January 2010 (the start of the simulation), and the
Manning coefficient was set at 0.035 for the entire bottom of the reservoir.

As a consideration for the bathymetry, when the cell widths were above 1 m, they were
increased to 5 m. At the same time, the values below the 1 m threshold were eliminated as
they were insignificant and generated instability in the model.

For the temperature parameter, the frequency of data collection was 3 days for each
month of the year. From the surface, the measurements were taken every 0.50 m up to 7 m,
every meter up to 15 m, and every 3 m for the remaining depth. The sampling procedure
was carried out by a laboratory authorized by IDEAM (Institute of Hydrology, Meteorology,
and Environmental Studies). Since there were three zones (1—confluence of the Verde
River/Sinú River, 2—middle zone of the reservoir, and 3—near the dam) from which
to obtain the data, they were distributed strategically for each segment and branch, as
specified in Table 1. The chosen values for all branches corresponded to Julian days 1.5 and 337.5.

As for the flow rate, defined as inflow and outflow, daily data were chosen for branch
1, i.e., from Julian day 1.5 to 365.5, while for the remaining branches (12 branches), the
values chosen were just the ones for Julian days 1.5 and 365.5, assuming an inflow rate
equal to 0.

The meteorological boundary conditions, defined as external driving forces that affect
the reservoir dynamics [37] required in the model, were dew point temperature, wind
direction and speed, air temperature, and cloudiness. Information for 2010 came from a
weather station (IDEAM code: 13015040), while for 2019, parameters such as wind speed and
direction resulted from analyzing the information provided by the MERRA-2 reanalysis.

The water quality parameters entered into the model are shown in Table 2.
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Table 2. Water quality parameters.

Parameter Unit

Temperature (◦C)

Dissolved oxygen (mg/L)

2.2.5. Calibration and Sensitivity Analysis

Sensitivity analysis, also known as hypothetical analysis, allows us to determine
which input parameters significantly influence the model response [52]. Temperature and
dissolved oxygen were chosen as the main variables to be modeled, as in other studies,
due to their significant influence on the reservoir’s chemical state [50]. Temperature can
accelerate the different chemical reactions, and dissolved oxygen indicates how the reservoir
is in relation to the dynamics of organic matter. DO also provides information about aquatic
ecosystem health [53–56].

The iterative process to conduct this analysis [57] consisted of modifying each of
the parameters shown in Table 3 and verifying the magnitude of the reaction provoked
concerning the observed variation in the results.

Table 3. Parameters selected to perform the temperature sensitivity analysis.

Description Parameters Unity −50% −20% Calibration Range 20% 50%

Eddy longitudinal viscosity AX m2s−1 0.5 0.8 1.0 1.2 1.5

Eddy longitudinal diffusivity DX m2s−1 0.5 0.8 1.0 1.2 1.5

Manning’s coefficient FRICT m2s−1 0.015 0.024 0.030 0.036 0.045

Wind shelter coefficient WSC - 0.2 0.32 0.4 0.48 0.6

Absorbed solar radiation at the surface BETA - 0.21 0.33 0.45 0.50 0.63

Absorption coefficient for pure water EXH2O m−1 0.375 0.6 0.75 0.9 1.125

Heat exchange coefficient in the sediment CBHE W m−2s−1 0.25 0.4 0.5 0.6 0.75

Note: The calibration range value was set with limits (±20, 50%).

The goodness-of-fit and the errors between the observed and simulated data were
evaluated quantitatively through the mean square error statistical index (RMSE) and mean
absolute error (AME), which was considered because it is directly interpretable and applied
in multiple studies [7,11,58].

2.2.6. Source of Errors

It is worth mentioning that there are different types of errors: those coming from the
field information report, from the digital elevation models, from the absence of meteorolog-
ical information data, outlier data, and even those intrinsic to the CE-QUAL-W2 model as it
is parameterized by default for subtropical lakes.

3. Results and Discussion
3.1. Analysis of the Bathymetry Results

The volume estimated through layers in ArcGIS was accurate, obtaining a correlation
coefficient (R2) of 0.99 and NSE of 0.998, indicating a height/volume curve (Figure 4)
similar to actual data. The model has also generated optimal results in previous studies
by showing that the simulated water surface elevations are similar to the observed data
set [29,50].

It is essential to point out that the number of segments (100) and the thickness of the
vertical pipes are determining factors for accurate morphometry of the reservoir, which is
why specific cell widths were adjusted (cells with values close to zero were eliminated) to
avoid instability in the model in order to achieve more representative simulations.
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Figure 4. Measured volume vs. calculated volume.

In the Nechako reservoir study assessing the period 1979–2017, the volume and timing
of total simulated inflows in the main tributaries presented a bias of 16% and NSE of 0.53
originating from the underestimation of peak flows during high years and runoff from
streams and small tributaries not considered by the model. For the study, this may relate
to the actual morphometry of the water body [28]. In contrast, other studies have shown
good agreement between observed and simulated stored water elevation curves [26].

The longest segment in this research had a value of 1900.9 m, and the shortest was
168.2 m. Figure 5 shows the bathymetric profile of branch 1 for the reservoir, and Figure 6
displays the vertical bathymetry of segment 34 (branch 1 near the dam), where greater
depths (of the dam) were found, reaching layer 69 of the bathymetric model.

3.2. Water Quality Simulation

The statistical analysis results show that 90% of the surface temperature of the sampling area
is above 29.79 ◦C for the year 2019, which agrees with the model simulation results after
calibration (Figure 7) and the monitoring data presented by Winton et al. [8]. The adequate
representation of the seasonal progression of the surface temperature has been evidenced in
other studies, such as the studies of the Nechako [28] and Soyanggang [59] reservoirs.

Figure 5. Bathymetric profile of branch 1. The maximum water level in the reservoir is 172 m, while
72 is the minimum water level near the reservoir.
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Figure 6. Vertical profile of segment 34.

Figure 7. Simulation for 14 February 2019. February was selected because it has less precipitation
and better represents the stratification of the reservoir.

In the middle zone and near the dam, the surface area presents high values due to low
mobility and high retention; this observation was also reported by Azadi et al. (2021) [60]. Other
studies have shown strong correlations between air temperature and water temperature [36].
The vertical behavior of this variable is coherent since it generally decreases as depth
increases. Thus, the warmest layers are found near the surface, while the coldest occur
in lower regions (e.g., the epilimnion, thermocline, and hypolimnion) [61,62]. Thermal
stratification has been recorded at a depth of 3.6 m in many reservoirs where layers with
different temperatures are formed [63].

A greater instability was expected in the confluence zone between the Verde and Sinú
Rivers, where the large upstream inflow momentum creates a well-mixed condition, as
shown in other studies [36]. However, statistics and calibration showed the opposite; the
temperature behavior was observed to be more homogeneous in this zone, which may
be because the warmer and lighter inflowing water traps the colder and denser water.
Before the inflow was cold enough to submerge below the epilimnion, the deepening of
the thermocline had already reached the bottom of the reservoir, consequently ending the
stratification [36].

On the other hand, the areas of greatest instability occurred near the dam. Their
origin may be due to the variation of conditions in the different depths (Figure 8); it is
worth mentioning that wind speed and light penetration are the main factors that affect
temperature stratification in reservoirs [37].
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Figure 8. Simulation for 15 March 2019. March was selected because it has less precipitation and
better represents the stratification of the reservoir. Note: The right side refers to the confluence zone.

The fact that there are fewer data points in the deeper layers causes the dissolved oxy-
gen data to be underestimated. On the other hand, in the confluence zone, this parameter
did not show a significant difference, with a possible explanation being the re-aeration
process caused by the movement of the inflowing water [64].

In the middle zone, there is a significant difference in the dissolved oxygen concen-
tration in the first meters. In contrast, from 4 to 24 m, it tends to have similar behavior
because, in the upper layers, there is greater movement due to aeration, as mentioned by
Simons [65], who explained that there are other variables with a greater influence on DO
concentration, such as wind, and that inflows and outflows are not the main factors that
determine water circulation patterns.

Figure 9 shows a comparison of average dissolved oxygen by zone. The model results
exhibit a narrower range compared to the measurements reported by Winton et al. [8].

Figure 9. Comparison of average dissolved oxygen results by zone.

At times of the year with high rainfall, Figure 10 shows how dissolved oxygen con-
centrations change at greater depths in the middle zone and near the dam (left side of
Figure 10), the water temperature at the inlet of the reservoir decreases and due to the
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difference in density, these water reaches the deeper areas of the reservoir which increase
dissolved oxygen [66].

Figure 10. Simulation of dissolved oxygen, 2019.

Calibration

The trial-and-error technique was applied, considering that the values given for the
calibration cannot show conditions far from the behavior and characteristics present in reality.

The first step was the calibration of the wind shelter coefficient (WSC), and this
parameter represents the adjustment of the wind reaching the water body since the terrain
surrounding the reservoirs protects the water body, so the winds observed at the weather
stations are usually different. WSC takes values from 0 to 1; the higher the value, the greater
the effects of wind on the water body [67]. In this research, after five adjustments, the chosen
one was 0.4 for the 2010 calibration. Previous studies varied the wind shelter coefficient
from 0.5 to 0.9 for mountainous and dense vegetation canopy and 1.0 for open terrain. This
parameter is deemed the most significant effect on temperature during calibration [33].

As shown in Figure 11, in almost all of the first 6 months, the mean absolute error was
below 1.

Figure 11. Modified wind shelter coefficient (WSC).

The eddy’s longitudinal viscosity (AX) was set in 1 as the default value (Figure 12). This
value was also the best fit for the calibration process, as indicated by previous research [37].
This parameter and eddy longitudinal diffusivity (DX) are related to the dispersion of heat
and constituents in the longitudinal axis but have little effect on the vertical heat dispersion.
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Figure 12. Eddy longitudinal viscosity (AX).

On the other hand, the absorption coefficient for pure water (EXH2O) obtained the
best fit at 0.75 (75%) (Figure 13). In previous studies [37], EXH2O has been considered a
key parameter as it can affect the vertical heat exchange and directly determine the ability
of shortwave solar radiation to penetrate the water layer, directly influencing the water
temperature and then influencing the hydrodynamics [26].

Figure 13. Absorption coefficient of pure water (EXH2O).

In the “eddy viscosity” section, the vertical turbulence was adjusted, being TKE
(turbulent kinetic energy) according to the software recommendation (Figure 14). However,
after testing this method, a mean absolute error of 0.557 was obtained, while the W2 method
gave an error of 0.552. Then, the W2 method was chosen because it presented a better fit
for deep and stratified water bodies.

3.3. Results with Adjusted Meteorology (Applying the Vertical Turbulence Method W2)

Air temperature, dew point temperature, wind direction and speed, and cloudiness
data were adjusted (Figure 15). All these values were taken from the weather station except
for the dew point temperature, calculated from the relative humidity and air temperature.
These estimated values decrease the accuracy of the meteorological data considering that
the model suggests hourly data frequency (24 h). Authors such as Cole [68] have indicated
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that the absence of meteorological data, especially wind data, collected at the water body
site significantly contributes to errors between measured and calculated temperatures.

Figure 14. Adjustment by TKE.

Figure 15. Adjustment by the vertical turbulence method W2.

In the year’s second half, modeled values significantly differed from actual-world
conditions, so it was necessary to continue adjusting some variables. The main difficulty
corresponds to meteorological data.

A dew point temperature (TDEW) value of 23 ◦C was set as the average for the whole
year, and the water temperature at the inlet (TIN) was taken as the average confluence
temperature for the whole vertical water column. Modifying the TDEW value did not
produce adequate results, but TIN did.
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2010 Calibration: Finally, the meteorology was adjusted with interpolation (TDEW
adjusted with interpolation from air temperature data with relative humidity), and TIN was
taken as the average confluence temperature for the entire water column, thus obtaining
the best calibration result (mean absolute error of 0.552). The other coefficients were the
same as those previously assigned.

The meteorology was adjusted (Figure 16) depending on the reservoir monitoring
sampling, and the time the samples were taken. Finally, the data were interpolated to know
the wind direction and speed.

2019 Calibration: To calibrate the year 2019, the same coefficients and parameters
established in 2010 were used with the same values, except for WSC, which was modified
to 0.90. On the other hand, meteorological data such as wind speed and direction were
taken from the MERRA-2 reanalysis since there are no nearby stations with records for
2019. The calibration value obtained was 0.864.

3.4. Model Validation

The validation was performed to verify the accuracy and optimal applicability of the
model within the established ranges for reservoir water quality. In addition, it allowed
verification that the calibration performed was satisfactory and that the results presented a
low uncertainty.

The validation was carried out for 2020 with the same parameters chosen for the
2019 calibration (hydraulic parameters, coefficients, calculation algorithms) to verify that
the model corresponds to the reservoir conditions. As meteorological and hydrological
variables are different between years, 2020 climate data were used for validation.

It should be noted that IDEAM did not record wind direction data and some meteoro-
logical variables for this period, so they were taken from the MERRA-2 reanalysis instead.
The authors must warn the readers that the accuracy in the variable data sets of reanalysis
models, such as MERRA-2, has to be tested through performance metrics as they are subject
to significant biases in their estimation [69].

Table 4 shows the results of the interpolation-adjusted meteorology (TDEW) of the
2010 calibration. The sediment temperature was set at 25 ◦C. The absolute validation error
was 0.676, which is within the acceptable range of the model.

Figure 16. Cont.
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Figure 16. Results with adjusted methodology.

Table 4. Final coefficients and meteorology adjusted for validation.

HEAT EXCHANGE WB1

H SLHTC—Heat computations/Equilibrium (ET) or Term-by-term (TERM) TERM
SROC—Read in short wave solar radiation ON or OFF OFF

RHEVAP—Use Ryan-Harleman evap model—for cooling ponds ON or OFF OFF
METIC—Interpolate meteorological data ON or OFF OFF

FETCHC—Heinz Stefan lake fetch correction—there is already an internal OFF OFF
AFW—Evaporation coefficient 9.2
BFW—Evaporation coefficient 0.46
CFW—Evaporation coefficient 2

WINDH—Wind height measurement above the ground surface, m 10
TRANSPORT SCHEME WB1

SLTRC—UPWIND, QUICKEST, ULTIMATE—use ULTIMATE ULTIMATE
THETA—degree of implicitness—use 0.55—Time-weighting for vertical adv 0.55

HYD COEFFICIENTS WB1
AX—Longitudinal eddy viscosity, m2/s 1

DX—Longitudinal eddy diffusivity/conductivity, m2/s 1
CBHE—Coefficient of bottom heat exchange, W m−1 oC−1 0.5

TSED—Temperature of sediment, C, average year-round air temperature 25
Fl—Interfacial friction factor 0

TSEDF—Sediment temperature coefficient (0–1) heat lost to sediments th 0.8
FRICC—Bottom friction factor type: CHEZY or MANN MANN
ZO—water surface roughness height, m, for wind shear 0.001

4. Conclusions

The hydrodynamic and two-dimensional water quality model, CE-QUAL-W2, was
employed to evaluate the URRÁ reservoir in Colombia. Model calibration was carried
out by adjusting different parameters after each model run to allow the simulated results
to be as close as possible to those observed. The parameters included longitudinal eddy
viscosity, longitudinal eddy diffusivity, Manning coefficient, wind sheltering coefficient,
solar radiation absorbed on the surface layer, absorption coefficient of pure water, and heat
exchange coefficient in sediments. Temperature and dissolved oxygen were the variables
modeled due to their importance in the ecology of water bodies. The sensitivity analysis
for the simulation years 2010, 2019, and 2020 yielded mean absolute errors of 0.552, 0.864,
and 0.676, respectively. The results show warming and cooling trends in the surface and
bottom layers of the reservoir, respectively.

The model outcomes evidence an excellent fit between the simulated and observed
data; this consistency is meaningful when providing reliable information. A calibrated
model can help to forecast strategies to improve water quality.

Further research must be focalized to link water quality dynamic with microbiological
parameters (phytoplankton and zooplankton) using the CE-QUAL-W2 software to predict
algal blooms.
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