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Abstract: Medium-range streamflow forecasts largely depend on the accuracy of meteorological
forecasts. Due to large errors in precipitation forecasts, most streamflow forecasts based on deep
learning rely only on historical data. Here, we apply a cascade Long Short-Term Memory (LSTM)
model to forecast daily streamflow over 49 watersheds in the Yangtze River basin for up to 15 days.
The first layer of the cascade LSTM model uses atmospheric circulation factors to predict future
precipitation, and the second layer uses forecast precipitation to predict streamflow. The results
show that the default LSTM model provides skillful streamflow forecasts over most watersheds.
At the lead times of 1, 7, and 15 days, the streamflow Kling-Gupta efficiency (KGE) of 78%, 30%,
and 20% watersheds are greater than 0.5, respectively. Its performance improves with the increase
in drainage area. After implementing the cascade LSTM model, 61-88% of the watersheds show
increased KGE at different leads, and the increase is more obvious at longer leads. Using cascade
LSTM with perfect future precipitation shows further improvement, especially over small watersheds.
In general, cascade LSTM modeling is a good attempt for streamflow forecasts over the Yangtze River,
and it has a potential to connect with dynamical meteorological forecasts.

Keywords: streamflow; precipitation; machine learning; forecast; cascade LSTM

1. Introduction

Under climate change, the frequency and intensity of extreme weather events (e.g.,
floods, droughts) are likely to increase in many regions [1], and the resulting economic
losses and human casualties are also on the rise. Therefore, accurate streamflow forecasting
is indispensable for both early warning and mitigation of flood and drought events.

Streamflow forecasting from hydrological models relies heavily on meteorological
forcing inputs, all of which are subject to errors and uncertainties. While temperature
estimates are often similar between different data products, precipitation estimates often
diverge significantly [2,3]. For medium- and long-range streamflow forecast, the skill
heavily depends on the quality of the precipitation forecasts [4]. In addition to precipitation
(P), evapotranspiration (ET) is more closely related to streamflow than other meteorological
variables, such as wind speed or temperature [5], because precipitation and evapotranspira-
tion are the main processes that influence streamflow formation at the basin scale based on
a dynamic hydrological balance [6]. In addition, soil moisture (SM) is the initial condition
for hydrological forecast, which can affect streamflow by influencing surface infiltration
rates and subsurface runoff generation [7,8].

In recent years, deep learning methods were widely used for streamflow forecast.
Not only the simple Long Short-Term Memory (LSTM) model, but also a large number of
LSTM variants and different machine learning methods coupled with LSTMs are widely
used for streamflow forecast and post-processing [9-13]. For example, in the U.S. large
sample study (CAMELS) watershed, the performance of streamflow prediction from the
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LSTM model was better than that from the Sacramento soil moisture accounting model
and the NOAA National Water Model with calibrated parameters [14]. In a follow-up
study, it was found that even if the trained LSTM model was applied to the ungauged
basins, the streamflow prediction performance was still better than that from the above
physical models [15]. Compared with traditional linear regression, multilayer perceptron,
support vector machine, and other models, the LSTM model also has better performance
in daily streamflow predictions [16]. For instance, the LSTM model was used to predict
the streamflow in the lead times of 1-30 days (months), and the results show that LSTM
was better than the artificial neural network in predicting daily runoff. However, due to
the lack of a large number of training data for monthly streamflow, the performance of
monthly streamflow prediction was poor [17]. In addition, the LSTM was combined with a
Gaussian distribution process model to predict daily streamflow of the Yangtze River basin,
and the results show that LSTM was superior to many traditional machine learning models,
even for probabilistic streamflow prediction [18]. The LSTM model can also be used for
post-processing of the results from a physical model (prediction residual). Some studies
showed that using the LSTM model to predict the simulation residual of WRF Hydro can
reduce its simulation bias [19].

For deep learning, the data input is very important, such as the accuracy of the data,
the type of data, the correlation between the data, etc. In the era of big data, a large
amount of data input will lead to the increase in model complexity. How to balance the
model complexity and generalization, and how to build a deep learning model with certain
interpretability, are very challenging [20]. The LSTM is driven by the historical data to
predict streamflow over multiple basins in the United States through data integration.
The results show that data integration can not only simplify the historical input of the
model, but also extract historical variables more relevant to the target flow, reduce the
burden of data input, and improve the prediction performance of the model. It can improve
predictions over small watersheds with high autocorrelation of runoff and close rainfall-
runoff relationship [21]. In addition to integrating dynamic data, adding static data also
proved to improve the streamflow forecasting [18].

In the past, many studies focused on how to preprocess or add various restrictions to
the model to achieve skillful streamflow prediction, while how to flexibly use the meteo-
rological prediction data in the streamflow prediction at long lead received less attention.
The cascade LSTM predict future meteorological data (e.g., precipitation) firstly, and use it
to build a relationship with future streamflow, which is more interpretable than the original
LSTM model in a physical manner. The cascade LSTM is also compatible with dynamical
meteorological forecasts, which has potential for complementing a dynamical streamflow
forecast that is usually carried out by a link hydrological model with meteorological fore-
casts. However, the application of cascade LSTM is limited to the large uncertainty from
meteorological forecasts, which needs a stepwise evaluation.

Furthermore, it is known that model performance decreases with increasing lead
times [22,23]. The relationship between decreasing model performance and lead time
depends on basin characteristics, such as basin size, land use, geological structure, and
quality of hydrometeorological data. For example, compared with smaller watersheds
with storm characteristics, large watersheds that require a longer time for river routing can
produce better forecasting results [24]. To sum up, the LSTM model and its variants are
widely used for streamflow predictions, but most of them are case studies, without com-
prehensive investigations on the effects of precipitation forecasts on streamflow forecasts
over multi-scale basins and multiple lead times. Therefore, comparison among different
watersheds and different lead times are necessary to obtain a robust evaluation for the deep
learning models.

In this study, we build cascade LSTM models over 49 watersheds in the Yangtze River
basin by using synthetic hydrometeorological data from a high-resolution land surface
model simulation, and evaluate the streamflow forecast skill with or without a perfect
precipitation forecast. We aim to (1) explore the possibility of LSTM models in a streamflow
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forecast when accurate hydrometeorological data are available, (2) propose a cascade
LSTM (the first layer uses meteorological forcings to predict precipitation, and the second
layer uses predicted precipitation and related hydrometeorological variables to predict
streamflow) to reduce the complexity of the LSTM and improve the generalization, and
(3) assess the performance of cascade LSTM streamflow forecasts for different lead time
and different watersheds.

2. Materials and Methods
2.1. Study Area and Data

The Yangtze River is the third longest river in the world with a total length of
about 6387 km. The water resources of the Yangtze River account for about 36% of
China’s total water resources. The Yangtze River basin is located at 90°33/~122°25" E
and 24°30'~35°45' N, and its area is about 1.8 x 10° km?2, which accounts for about
18.8% of China’s total land area. Figure 1 shows the locations of the 49 hydrological
stations used in this study. The monthly streamflow observed at these 49 stations was
collected from the Yangtze River Basin Hydrological Yearbook published by the Yangtze River
Conservancy Commission.
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Figure 1. Locations and drainage areas (km?) of 49 streamflow observational stations over the Yangtze
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River basin in southern China.

The meteorological forcing data for land surface model simulations are as follows:
precipitation was obtained from China Meteorological Administration Land Data Assimila-
tion System (CLDAS) and CNO05.1 (uses observations from more than 2000 meteorological
stations), and barometric pressure, specific humidity, long and short wave radiation, 2 m
temperature, and wind speed were obtained from China Meteorological Forcing Dataset
(CMEFD) [25]. Surface data include the 1 km resolution global soil texture dataset [26], the
90 m resolution Digital Elevation Model (DEM) from the United States Geological Survey
(USGS), the 0.05° resolution GLASS monthly LAI products from 1981 to 1999 [27], and
the 2000 to 2017 0.05° resolution MODIS version 6 monthly LAI reprocessing dataset [28].
Due to lack of information, the monthly leaf area index for 1979-1980 is the same as that
of 1981 [25]. The geopotential heights used for precipitation forecast in the cascade LSTM
were obtained from the fifth generation European ReAnalysis (ERA5) [29].

2.2. The Conjunctive Surface-Subsurface Process Version 2 (CSSPv2) Model

The CSSPv2 model is rooted in the common land model [30], but with improved
representations of surface hydrological processes, including the consideration of the quasi
three-dimensional soil water transport process [31] and one-dimensional dynamic surface
water transport process [32]. Furthermore, some parameterization schemes are adjusted
with reference to the common land model v3.5, the one-dimensional groundwater module
is added, and the interaction between groundwater and soil water is considered [28]. In
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addition, the variable infiltration capacity runoff generation scheme, the parameterization
of hydraulic properties that considers the impact of soil organic matter, and the soil thermal
parameterization scheme are also included in CSSPv2 [8].

The streamflow simulation is mainly based on runoff generation and routing. The
infiltration curve is used to represent the distribution of the surface infiltration capacity
within the grid, and the shape of the curve is adjusted by parameters to calculate the
saturation excess runoff. For the base flow, it relies on the base flow curve. When the soil
saturation degree is lower than a certain threshold, the linear base flow occurs. When
the degree of soil saturation is higher than a certain threshold, the soil will have a large
nonlinear base flow [33]. The river routing module is formulated based on the concept of
linear reservoir.

The model was applied in many studies and it showed good performance in simulating
hydrological variables, including soil moisture, streamflow (extreme streamflow attribution
and reservoir outlet streamflow), ET, snow depth, and total water storage [34-38]. The
CSSPv2-simulated streamflow is used as synthetic streamflow data for the calibration and
validation of LSTM models.

2.3. The Cascade LSTM Model

The LSTM method was shown to be effective in time-series forecast, but still has
some limitations in streamflow forecast. For example, the target value of the current step
t is not only related to the variables of the previous steps (e.g., t — 1,t —2,..., and
t — n), but also to other variables of the current step t. For example, in smaller basins,
precipitation rapidly produces river flows to form cross-sectional outlet streamflow, and
precipitation at the current step significantly affects streamflow at the current step. This
does not mean that precipitation at the current step in large basins is not relevant. When
the precipitation center is close to the cross-sectional outlet, it is also possible to quickly
form cross-sectional streamflow. In order to solve this problem, this study uses cascade
modeling, which is set up to obtain the precipitation at the current step, and also to reduce
the complexity of the streamflow forecast layer and improve the generalization capability.
The cascade model consists of 2 layers of sub-models, the first layer is the precipitation
forecast layer (LSTM_P) and the second layer is the streamflow forecast layer (LSTM_S).
LSTM_P is predicting precipitation by using historical observation meteorological variables,
and LSTM_ S predicts streamflow by combining historical observation data with the new
precipitation data. The new precipitation data is a combination of historical precipitation
and precipitation predicted by LSTM_P (Figure 2).

2.4. Experimental Design

The 1979-2017 meteorological forcing data (CN05.1 and CLDAS precipitation and
CMFD near-surface air temperature, surface pressure, wind speed, humidity, and the
shortwave and longwave radiation fluxes) were interpolated to 6 km resolution and used
to drive the CSSPv2 model to obtain synthetic streamflow data at daily and monthly time
scales [18]. Then, the Kling—Gupta efficiency (KGE) values were calculated between the
monthly simulated streamflow and the observed streamflow for different watersheds in
the Yangtze River basin. When the KGE is greater than 0.5, we consider that the model
has a relatively good performance in the watershed, and we use the CSSPv2-simulated
streamflow as the synthetic streamflow since the observations cannot cover the whole
period of 1979-2017 at a daily time scale.

All hydrometeorological data were divided into a training set (1979-2007) and test set
(2008-2017). In order to avoid the influence of data scales on the training process, all data
were normalized as:

Xi — Xtrai i
Xi/ — 1 train min . (1)

7
Xtrain max — Xtrain min

where x;’ and x; are the normalized and the original values, X¢zain max and Xrain min, are the
maximum and minimum values in the training period.
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Figure 2. The setting of the cascade LSTM model.

Machine learning settings are as follows:

1. A default LSTM model driven by historical streamflow, precipitation, soil moisture,
and evapotranspiration, is used to predict streamflow (STRF), i.e., ([STRF, SM, ET, and P]
— STRF). This experiment is used to investigate the capability of LSTM for streamflow
simulation without data errors. This experiment is called “default LSTM”.

2. First, we use 850 hpa geopotential height (Geo), surface pressure (Pres), wind speed
(V), surface air temperature (T), and surface air specific humidity (Q) from ERAS to predict
future precipitation (LSTM_P), i.e., ([Geo, Pres, V, T, and Q] — Pf). Then, we use historical
streamflow, soil moisture, evapotranspiration, and historical precipitation and LSTM_P
to predict streamflow (LSTM_S), i.e., ([STRF, SM, ET, and P¢] — STRF), to explore the
capability of cascade LSTM model (Figure 2) in streamflow forecast. Note that the above
experiments are conducted in the forecasting periods of 1-15 days. This experiment is
called “cascade LSTM”.

3. We skip the first step in the “cascade LSTM” experiment, while using observed
precipitation instead. Then we repeat the second step in the “cascade LSTM” experiment.
This experiment is called “cascade LSTM with perfect precipitation”, which is used to
assess the potential (or upper limit) of cascade LSTM.

The study relied on open source libraries, including numpy, math, and panda. Ten-
sorflow was used to implement LSTM and Matplotlib was used to draw the graphs. All
experiments were conducted on a server equipped with an AMD EPYC 7402 CPU and an
NVIDIA GeForce RTX 3090 GPU. All LSTM models are set up with one hidden layer and
one dense layer. The ephemeris is set to 500, the time step is 30 days, the batch size is 256, the
hidden cell is 64, the dropout rate is 0.1 and the learning rate is 0.1. The hyper-parameters of
the default LSTM model are optimized through grid screening in the one-day lead streamflow
forecasts at four stations (zhimenda, cuntan, hankou, and datong) in the mainstream of the
Yangtze River, and the hyper-parameters of all subsequent LSTM models remain unchanged
(Table 1). The Adam optimizer is chosen as the optimizer and tanh is used as the activation
function and given the restriction that its output cannot be less than 0.
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Table 1. Hyper-parameter setting of mesh optimization.

Hyper-Parameter Set Up
Batch 16, 32, 64, 128, 256, 512, 1024
Hidden cell 8,16, 32, 64, 128, 256
Dropout rate 0.01, 0.05, 0.1, 0.15,0.2, 0.3
Learning rate 0.001, 0.005, 0.01, 0.05, 0.1, 0.2

2.5. Evaluation of Model Performance

In this study, the Kling—Gupta efficiency (KGE) [39,40] is used to evaluate the forecast
results. The KGE is defined as:

KGE=1—/(R—1)2+ (B—1)% + (v - 1) )
Xs
B = o ®3)
0s/Xs .
Y= 0-o/io, (4)

where X, and X are the mean values of observed and predicted streamflow during the
evaluation period individually, while o, and o5 are their standard deviations. The R, f3,
and y are the Pearson correlation coefficient, the ratio of predicted and observed means
(e.g., bias ratio), and the ratio of the predicted and observed coefficient of variation ratio,
respectively [41]. The KGE value ranges from negative infinite to one, and a KGE value of
one implies a perfect forecast.

3. Results
3.1. Evaluation of CS5Pv2 Land Model Simulation and Default LSTM Forecast

The streamflow simulated by the CSSPv2 land surface model showed good perfor-
mance (Figure 3a), with the KGE of all stations greater than 0.5 and a median value of
0.72 (Figure 3b) for monthly streamflow. Most of upstream and downstream KGEs are
greater than 0.7, except that the KGEs of five tributary stations in the middle reaches
of the Yangtze River are between 0.5 and 0.6. Therefore, the synthetic streamflow data
(CSSPv2-simulated streamflow data) from all 49 stations are used for the assessments of
LSTM modeling.

90

KGE 1.0
1.0
0.9 09y L
0.8 08
0.7 07} ¢
0.6 06k
1 1 1 1 1 0.5 O 5 (b)
100 105 110 115 120 125 ’

Figure 3. (a) Spatial distribution of KGE between observed and CSSPv2 model-simulated monthly
streamflow over the Yangtze River basin. (b) The boxplot of KGE for all 49 stations. The boxes
represent the 25th and 75th percentiles of KGE, the line and the dot within the box are median and
mean values of KGE, respectively, and the whiskers represent 10th and 90th percentiles of KGE.

With the synthetic daily streamflow data generated by the CSSPv2 model, the default
LSTM models (without predicting precipitation in a cascading manner) are trained and
evaluated. Figure 4 shows that 80% of the stations have KGEs greater than 0 at 1-15-day
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lead times for the default LSTM-predicted daily streamflow. In particular, 78%, 30%, and
20% of the stations have KGEs greater than 0.5 at lead times of 1 day, 7 days, and 15 days,
respectively. The mean KGE decreased from 0.86 to 0.41 from a 1-day lead to a 7-day lead,
and down to 0.3 at a 15-day lead. As the lead time increases, the forecast skill decreases.
Figure 5 shows the larger watershed area, the higher forecast skill is for different lead times.
The slower decline of forecast skill of large watersheds may be due to the longer routing
time. However, for small watersheds, the skill degradation rate is faster, where the KGEs are
0.3-0.75 at a 1-day lead, while they decrease to —0.35-0.4 at a 7-day lead, and —0.35-0.3 at
a 15-day lead times. This may be because the streamflow change of small watersheds is
easily affected by rainstorm, and the streamflow response speed is fast. Therefore, real-time
or near-real-time precipitation data are critical for streamflow nowcasting and forecasting
at small watersheds.

125

25

lead 11

125 90 95 100 105 110 115 120 125

1.0

25

lead 15

20 95 100

120 125 90 95 100 105 110 115 120 125

Figure 4. Spatial distributions of KGEs for streamflow forecasts based on default LSTM model at lead
times of 1-15 days.

3.2. Evaluation of Cascade LSTM
3.2.1. Precipitation Forecast Based on LSTM_P

Using default LSTM as the baseline, we build cascade LSTM by predicting precipitation
firstly. Figure 6 shows the relationship between cascade LSTM-predicted precipitation and
watershed area. Similar to the streamflow forecast, the precipitation forecast skill increases
as the area increases. About 98%, 53%, and 51% of the stations have KGE greater than 0 for
1, 7, and 15-day lead times. The average KGE for precipitation forecast decreases from
0.27 to 0.07 for 1-15 days lead. Precipitation forecast is very difficult, and there is no skill
(KGE < 0) at several small watersheds.

3.2.2. Streamflow Forecast Based on LSTM_S

With the predicted precipitation through LSTM_P, cascade LSTM predicts streamflow
through LSTM_S (see Section 2.3 for details). Figure 7 shows the KGE difference between
cascade LSTM and default LSTM streamflow forecast. From default LSTM to cascade LSTM,
61% of the stations have an increase in KGE, and 75%, 88%, and 88% of the stations have an
increase in KGE at 3, 7, and 15 days lead times, where the KGE increases by 0.1-0.3 for 20%,
20%, and 22% of the stations. For the three components of KGE, correlation (R) increases
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at 53%, 82%, and 84% of the stations at lead times of 1, 7, 15 days, bias in mean value
(B) reduces at 57%, 63%, and 63% of the stations, and bias in coefficient of variations (y)
reduces at 59%, 65%, and 43% of the stations. Figure 8 and Table 2 show that the three
components from cascade LSTM improved against default LSTM for more than 50% of the
stations at most lead times. This suggests that the benefit of cascade LSTM against default
LSTM is more obvious at longer lead times.
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Figure 5. The relationship between the watershed area (In km?) and the default LSTM streamflow
forecast skill (KGE) at the lead times of 1-15 days.
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forecast skill (KGE) at the lead times of 1-15 days.
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Figure 7. Spatial distributions of the KGE difference (A KGE) between the daily streamflow forecasts
by the cascade LSTM model and those by the default LSTM model.

Table 2. Percentage (%) of stations that improved compared to the default LSTM model, the cascaded
LSTM model (CLSTM), and the cascaded LSTM with the perfect precipitation (CLSTM_P) model
KGE and its three components (R, § and v).

Lead KGE R B Y

Times CLSTM CLSTM_P CLSTM CLSTM_P CLSTM CLSTM_P CLSTM CLSTM_P
1 0.61 0.70 0.53 0.86 0.57 0.65 0.59 0.65
2 0.76 0.86 0.20 0.82 0.82 0.86 0.80 0.78
3 0.76 0.88 0.45 0.88 0.84 0.92 0.76 0.84
4 0.86 0.88 0.53 0.90 0.80 0.88 0.69 0.80
5 0.84 0.88 0.63 0.92 0.73 0.78 0.71 0.86
6 0.86 0.90 0.69 0.90 0.67 0.88 0.65 0.88
7 0.88 0.94 0.82 0.94 0.63 0.84 0.65 0.88
8 0.86 0.92 0.82 0.96 0.61 0.86 0.59 0.90
9 0.82 0.92 0.82 0.94 0.61 0.86 0.65 0.86
10 0.80 0.92 0.86 0.94 0.51 0.86 0.63 0.86
11 0.78 0.94 0.73 0.96 0.71 0.94 0.67 0.88
12 0.76 0.90 0.78 0.94 0.51 0.86 0.55 0.90
13 0.76 0.90 0.80 0.96 0.61 0.84 0.51 0.92
14 0.84 0.92 0.80 0.96 0.59 0.86 0.59 0.94
15 0.88 0.94 0.84 0.94 0.63 0.88 0.43 0.88

Compared with default LSTM, the average KGE of cascade LSTM streamflow forecast
increased by 0.01-0.06 at lead times of 1-15 days (Figure 9). Due to the poor performance
of precipitation forecast in small watersheds, the improvement of streamflow forecast is
small over these watersheds. For large watersheds, although the precipitation forecast
through LSTM_P is good, the LSTM_S does not necessarily have more improvement against
default LSTM than those for small watersheds because the rainfall-runoff process does not
necessarily dominate the streamflow forecast for large watersheds; other factors including
initial memory and river routing might also be important. Therefore, Figure 9 does not
show a linear relationship between KGE improvement and basin area. Nevertheless, the



Water 2023, 15, 1019

10 of 15

improvement of cascade LSTM against default LSTM cannot be ignored for both large and
small watersheds over the Yangtze River basin.
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Figure 8. Performance of streamflow forecasts at different lead times. The left column shows the
mean values of KGE, R, 3, and vy for 49 stations, and the right column shows their median values.

3.3. Evaluation of Cascade LSTM with Prefect Precipitation

To explore the potential of cascade LSTM, we conducted a set of ideal experiments,
where future precipitation forecasts were replaced with observations, which was called
cascade LSTM with perfect precipitation. Figure 10 shows the KGE difference between
cascade LSTM with prefect precipitation and default LSTM streamflow forecasts. At 1,
7, and 15-day lead times, KGE increases at 70%, 94%, and 94% of the stations. For the
three components of KGE, R increases at 86%, 94%, and 94% of the stations at lead times
of 1, 7, and 15 days, 3 reduces (improves) at 65%, 84%, and 88% of the stations, and y
reduces (improves) at 65%, 88%, and 88% of the stations (Table 2). Figure 8 shows that the
cascade LSTM with perfect precipitation is better than the cascade LSTM and the default
LSTM both for the mean and median values of the evaluation indicators. With the increase
in lead times, the decrease in the correlation coefficient (R) becomes the leading factor
for the decrease in KGE. The perfect precipitation experiment shows the importance of
precipitation in streamflow forecasts, especially at long leads. When the lead time is greater
than 1 day, 25-65% of the stations have KGE increases greater than 0.5. Figure 11 shows
that compared with the default LSTM, the cascade LSTM with prefect precipitation has no
significant improvement at the 1-day lead time for medium and large watersheds, while
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the increment of KGE in small watersheds can reach 0.55. For the lead times of 2-15 days,
the skill improvement also diminishes as the watershed area increases. This suggests that a
perfect precipitation would be more useful for streamflow forecasts at smaller watersheds.
On average, the increment of KGE is 0.09-0.48 for the forecasts at 1-15 days.
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Figure 9. The relationship between the difference of streamflow forecast performance (A KGE of the
cascade LSTM model and the default LSTM model) and the watershed area (In km?) at the lead times
of 1-15 days.
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by the cascade LSTM with prefect precipitation and those by default LSTM.
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Figure 11. The relationship between the difference of streamflow forecast performance (A KGE of the

cascade LSTM model with prefect precipitation and the default LSTM model ) and the watershed
area (In km?) at the lead times of 1-15 days.

4. Discussion

Our results have several limitations that need further improvements. Firstly, we used
the synthetic data of the physical hydrological model (CSSPv2) to train the LSTM models
and carry out the analysis. We focused on the predictions of natural streamflow in both
large and small basins, and assumed that the major uncertainty comes from the representa-
tions of the rainfall-runoff processes and river routing processes, while we neglected the
uncertainties from meteorological forcings and influences of human interventions, such
as reservoirs regulations. We are now developing the CSSPv2 model by considering land
use/land cover change, reservoir regulations, irrigations, and urbanizations, etc. Com-
bining physical models with LSTM models would show promising prediction capability.
Nevertheless, we believe that the current results are useful for understanding the first
order processes that control runoff generations, i.e., rainfall-runoff processes [24]. Addi-
tionally, we show the potential of precipitation forecasting in the streamflow predictions at
different leads.

Secondly, the model of precipitation forecast layer (LSTM_P) can also be modified.
Here we only use the LSTM model, while the models applied to precipitation prediction
also include machine learning methods that can simulate the characteristics of space-time
variations of precipitation, such as the post-processing of radar or weather forecast model
data by convolution neural network [42,43] and the direct modeling and prediction of the
three-dimensional convolution neural network [44]. The precipitation with spatiotemporal
characteristics connected to the LSTM model may be suitable for the predictions of precipi-
tation and runoff in large basins [45]. For example, when the precipitation center is closer
to the outlet of a catchment, it can speed up the occurrence of peak flow, which could be
considered in the LSTM model.

Thirdly, from the evaluation of the cascade LSTM with perfect precipitation, it is found
that precipitation forecasting (even watershed average precipitation) is very important for
streamflow forecasting in small watersheds. This study implies the potential of cascade
LSTM in the streamflow forecast at small watersheds. More attention should be paid
on these small watersheds where the streamflow forecast skill is limited as long leads,
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especially for deploying more in situ rainfall gauges and radars and developing high-
resolution hydro-climate forecast models.

5. Conclusions

In this study, we build cascade LSTM models over 49 watersheds in the Yangtze River
basin by using synthetic hydrometeorological data from a high-resolution land surface
model simulation, and evaluate streamflow forecast skill at lead times of 1-15 days for
default LSTM, cascade LSTM, and cascade LSTM with prefect precipitation.

The results show that the default LSTM model provides skillful streamflow forecast
for most watersheds. At the lead times of 1, 7, and 15 days, the KGE of 78%, 30%, and 20%
watersheds are greater than 0.5, respectively. Their performance improves as watershed
area increases. In addition, the mean KGE decreases from 0.86 to 0.30 during the 1-15-day
lead times. The KGE decreases more slowly for larger watersheds. However, the KGE
decreases from 0.3-0.75 to —0.35-0.35 for the small watersheds. Large watersheds rely more
on historical streamflow data, while small watersheds may rely more on shorter historical
data and real-time and near-real-time precipitation data. After implementing the cascade
LSTM model, 61-88% of the watersheds show an increase in the KGE at different leads, and
the increase at longer leads is more obvious (e.g., 22% of the watersheds show an increase
in KGE between 0.1 and 0.3 at 15-day lead times). From default LSTM to cascade LSTM,
the average KGE increases by 0.01-0.06 for all watersheds at the 1-7-day lead times. Using
a cascade LSTM with perfect precipitation shows further improvements, especially in small
watersheds. When the lead times are greater than 1 day, 25-65% of the watersheds have an
incremental KGE greater than 0.5. Overall, the cascade LSTM model is a good attempt to
forecast streamflow in the Yangtze River basin.
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