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Abstract: Pipe bursts in water distribution networks (WDNs) pose significant threats to the safety
of distribution networks, driving attention to deep learning-based burst detection and localization.
However, the applicability of different pressure features still needs to be compared and verified. A
large number of nodes challenges deep learning with the excessive number of classification categories
and low recognition accuracy. To address these problems, this paper extracts different burst pressure
features, including pressure value, pressure difference, and pressure fluctuation ratio, and inputs
one of these features into a Burst Diagnosis Multi-Stage Model (BDMM) based on three CS-LSTMs
(a combination of the Cuckoo Search algorithm and a long short-term memory network). The first
model addresses a binary classification problem, outputting labels indicating whether a pipe burst
has occurred. The second one solves a multi-classification problem, outputting the label of the
burst partition, and the third model also solves a multi-classification problem, outputting the ID
of the bursting junction. The model is tested on a real network and outperforms ELM. For basic
burst identification tasks using CS-LSTM, differences among the three features are minimal, while
pressure difference and pressure fluctuation ratio exhibit superior performance to pressure value
when resolving more complex problems like burst junction localization.

Keywords: burst diagnosis; deep learning; pressure feature; long short-term memory; pipe burst;
water distribution network

1. Introduction

Pipe bursts have become a major challenge for water distribution networks (WDNs)
because they cause not only a large amount of water loss but also serious service inter-
ruptions [1]. Research on the effective diagnosis of pipe bursts is necessary for system
operation safety and burst damage control [2].

Currently, there are four primary categories of methods for burst detection in wa-
ter supply networks: hardware-based techniques, transient-based methods, statistical
methods, and hydraulic model-based methods [3]. The hardware-based methods utilize
field equipment (e.g., vibroacoustic techniques, listening sticks/correlators, gas injection
techniques, thermography, ground-penetrating radar, etc.) to conduct field inspections
of WDNs to detect and localize bursts, which is time-consuming and labor-intensive [4].
Transient-based detection methods, on the other hand, primarily focus on analyzing the
behavior of transient waves generated by devices. However, acquiring a high-resolution
signal often necessitates the procurement of costly pressure-monitoring equipment [5]. The
application of the two methods in large WDNs is limited because of the high cost.

With the widespread use of SCADA systems, hydraulic model-based methods and
statistical methods have drawn significant attention from researchers. The primary objec-
tive of the hydraulic model-based approach is to simulate the operation of WDNs; when
discrepancies are observed between the measured data obtained from sensors and the corre-
sponding simulated values, it can be inferred that a burst has occurred [6]. This method can
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be further subclassified into three categories: sensitivity analysis, optimization calibration,
and error-domain model falsification [7]. The accuracy of this method heavily relies on the
calibration of the model. Burst diagnosing with this method typically necessitates the use
of a real-time hydraulic model and proper model calibration, and it is primarily suitable
for small-scale WDNs, which restricts its practical application [8,9].

Statistical methods focus on detecting anomalies by applying data analysis or statistical
learning techniques to the collected data [10]. These approaches are particularly suitable
for WDNs equipped with a large number of sensors and are not sensitive to the complexity
and scale of the WDNs [11]. The recent boom of machine learning and deep learning
algorithms has accelerated the application of statistical methods in burst diagnosis. These
algorithms, particularly those based on deep learning algorithms, have the unique ability
to learn highly complex functions directly from raw data, enabling them to automatically
identify the appropriate feature space. For example, Zhou et al. [12] proposed a burst
localization framework based on FL-DenseNet, and after optimizing the placement of
pressure sensors, the model can effectively identify the location of a pipe burst from
potential areas (e.g., District Metering Areas). Cheng et al. [13] built a burst localization
framework, first dividing the WDN into monitoring areas based on hydraulic characteristics
caused by burst events, then identifying and localizing bursts with a fully linear DenseNet
model enhanced by an attention mechanism and Bayesian hyperparameter optimization.
A subsequent study replaced FL-DenseNet with FL-ResNet, obtaining comparable average
accuracy but with less training time [14]. While deep learning-based methods demonstrate
superior accuracy, they rely on mathematical–statistical models which lack explanations
and require a large number of burst data. The burst data with flow or pressure features
can originate from real monitoring records or bursts simulated by hydraulic modeling
software [15]. The use of flow data is generally combined with the District Metering Area
(DMA). For example, Lauren et al. [16] used a dataset of more than 2000 DMAs and applied
a recurrent neural network to predict the average flow rate, which was then combined
with the predicted residuals obtained via real-time Kalman filtering as a method of burst
warning. A pipe burst event will result in different magnitudes of pressure decreases across
multiple sensors. Therefore, methods for extracting spatio-temporal pressure features can
improve the accuracy of burst detection. Shekofteh et al. [17] combined ANN and graph
theory with pressure sensor measurements for leak detection and localization. Demand and
pressure data can be transformed into images and be learned by conditional, convolutional
generative adversarial networks to identify leakage [18].

Hydraulic models and statistical methods, with their upsides and limitations, comple-
ment each other, and their combination overcomes nodal demand uncertainty, measurement
noise, and the subjectivity of manually defining thresholds for burst detection [19]. Min
et al. [20] introduced a two-phase model for leakage detection and localization, where, in
the first phase, leakage events are detected through processes involving data categoriza-
tion, data feature extraction, and data validation. Then, in the second phase, the L-Town
hydraulic model is calibrated and the leakage location is determined using a trial-and-error
optimization procedure. Soldevila et al. [21] proposed to analyze the inlet flow to detect
a leak inside a DMA and then use synthetic data from the hydraulic model to train the
classifier for burst localization. A mixed model-based and data-driven method involv-
ing seasonal and trend decomposition using loess and the K-means clustering method
identified and located 13 of 23 authentic leakage events that existed in L-Town in 2019 [22].

Although existing studies have explored the potential of deep learning methods for
pipe burst identification and localization, a notable gap persists in the literature regarding
feature extraction employed by intelligent algorithms. Identification and localization of
pipe bursts is essentially a process of feature extraction. There is a lack of discussion on the
selection of different features and their performance in the task of burst identification and
localization. In addition, the number of nodes in real WDNs is large, and the direct use of
deep learning methods for the identification and localization of bursts raises issues such as
excessive number of classifications and lower accuracy in recognition.
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To address the above problems, a multi-task analysis framework for pipe burst diagno-
sis in a WDN is proposed in this paper, and a Burst Diagnosis Multi-Stage Model (BDMM) is
developed based on a combination of LSTM and the Cuckoo Search algorithm (CS-LSTM).
After partitioning the WDN and strategically placing pressure sensors, three different
pressure features (pressure value, pressure difference, and pressure fluctuation ratio) of
monitoring points are extracted. Then, the meta-heuristics Cuckoo Search algorithm is used
to optimize hyperparameters related to LSTM. One of the three features is fed to the first
optimized LSTM model to output the classification label of whether a pipe burst occurred,
and then one of the three features is input into the second LSTM classification model, which
outputs the label of the burst partition to determine the partition where the burst occurred,
and finally one of the three features is input into the third LSTM classification model, which
outputs the ID of the burst junction to pinpoint the node location of the burst. The model
is trained and tested using data from a WDN in eastern China and compared with the
Extreme Learning Machine method, a traditional machine learning algorithm.

2. Methods
2.1. Overview

Figure 1 illustrates the framework of this paper, which consists of two steps. (1) Burst
pressure feature extraction: the placement of the monitoring system including network
partition and pressure sensor arrangement is carried out based on the hydraulic model
of WDN; three burst pressure features, namely pressure value, pressure difference, and
pressure fluctuation ratio, are calculated, taking into account the variation in hydraulic
state and the noise of the pressure sensors. (2) Construction of Burst Diagnosis Multi-
Stage Model (BDMM): the BDMM is constructed to identify whether a burst event occurs,
determine the burst partition, and finally locate the burst junction based on burst pressure
feature data.
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2.2. Burst Pressure Feature Extraction
2.2.1. Network Partition and Sensor Layout for Monitoring System

This article adopts K-means clustering as a network partition method. When a pipe
burst occurs at a certain node in the water distribution network, it affects the pressure
values of other nodes in the network. Therefore, a sensitivity matrix can be defined
to characterize the degree of closeness between nodes when a pipe burst occurs in the
network and can be used as the input of the K-means algorithm. The output of the K-means
algorithm represents the categories of the partition. The calculation of the sensitivity matrix
is presented in Equation (1):

xt =

∣∣pi,j − pj
∣∣

|pi,i − pi|
(i = 1, 2, . . . , s; j = 1, 2, . . . , s) (1)

where xt is the sensitivity matrix of the WDN at time t, pi,j stands for the pressure of node j
when node i experiences a pipe burst in the WDN, pj denotes the pressure of node j under
normal operating conditions at time t in the WDN, pi,i means the pressure of node i when
node i experiences a burst in the WDN, pi signifies the pressure of node i under normal
operating conditions at time t in the WDN, and s is the number of nodes of the WDN.

Previous studies have primarily utilized data from high-demand days and peak hours
for calculating the sensitivity matrix of WDNs. Employing data from various operating
conditions provides a more comprehensive representation of the hydraulic status. There-
fore, in this study, pipe bursts are simulated for each time step and each node in the WDN.
Simultaneously, the pressure values for each node under bursting and the pressure values
for the same node under normal working conditions are recorded. The sensitivity matrix of
the WDN under various operating conditions is calculated at multiple moments, and after
merging, it forms a sensitivity matrix, which is as follows:

x = [x1, x2, x3, . . . , xt] (2)

The water distribution network is divided into k partitions based on the results of
K-means clustering and the topology connection and layout of the pipelines. Each category
has a cluster center, which is regarded as the most sensitive to pressure fluctuations during
bursts. Therefore, monitoring sensors are installed at the point where the cluster center
is located.

Due to the hydraulic status influence of pipe burst, the sensitivity matrices of nodes
generated with pipe burst simulation demonstrate significant similarity and strong spatial
coherence. However, there may be instances of non-connected nodes in the clustering
results with the K-means method. The following strategy is employed to optimize partition
boundaries. First, based on the clustering results, the largest connected node set in each
cluster is selected as the basis of each partition, while the remaining non-connected nodes
are regarded as scattered nodes. Then, each scattered node is assigned to the nearest cluster
that the node is topologically connected to. Finally, the boundaries of each network partition
are formed based on the results from the above two steps, taking into account the similarity
of node sensitivity matrices and also the structure of the water distribution network.

2.2.2. Burst Pressure Features
Burst Simulation

(1) Burst Simulation

Pipe burst simulation is carried out based on the pressure-driven analysis (PDA)
model in EPANET 2.2. By assigning the discharge coefficient of emitter c of the node, the
pipe burst under different operating conditions is simulated. The discharge coefficient and
burst flow are calculated as follows:

c = 0.4087nAD
√

2g (3)
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QL = cH0.5 (4)

where c is the discharge coefficient, AD is the cross-sectional area, n is the loss area ratio
(represents the damage degree of pipes), QL is the burst flow, and H is the pressure of
the pipe.

(2) Pipe burst conditions

The impact of pipe bursts on the water distribution network varies under different
conditions, considering factors such as the severity of the burst, the location of the burst
node, and the time of the burst event. To explore these effects, different scenarios are simu-
lated by traversing all nodes and time steps and adjusting the loss area ratios representing
varying degrees of pipe burst severity.

(3) Data noise synthesis based on historic monitoring data

Random fluctuation features of the pressure sensors should also be added to the pres-
sure data simulated by EPANET to synthesize the monitoring data of WDN. The pressure
values of monitoring points at time t of each day are obtained from data under normal
operations in a certain period to create the pressure set P′

t . The standard deviation std(P′
t )

of each monitoring point at time t is also calculated. The mean value of 0 and the standard
deviation of std(P′

t ) are used to generate the normal distribution random matrix zt which
subsequently acts as the noise fluctuation added to the data under burst simulation.

Calculation of Three Different Burst Pressure Features

(1) Pressure Value (PV)

Burst simulation is conducted at each time step and each node with different loss area
ratios in turn. PVt,i,j is defined as the pressure of monitoring point j when a burst occurs at
node i at time t plus the normal distribution random matrix zt,j, which is used as the noise
fluctuation. PVt,i,j can be calculated with Equation (5).

PVt,i,j = Pt,i,j + zt,j (5)

Similarly, zt,j is added to the pressure of monitoring point j at time t under normal
simulation P′

t,j to obtain the normal pressure value PV′
t,j under the influence of noise. The

mathematical expression is as follows:

PV′
t,j = P′

t,j + zt,j (6)

(2) Pressure Difference (PD)

When a burst occurs, the nearby monitoring points will sense a pressure drop. The
pressure difference PDt,i,j is the pressure of monitoring point j at time t when node i bursts
plus the normal distribution random fluctuation zt,j minus the average pressure value of
the historical data of monitoring point j at time Pt,j,mean, and the calculation formula is
presented in Equation (7).

PDt,i,j = Pt,i,j + zt,j − Pt,j,mean (7)

The calculation of ‘Pt,j,mean’ needs data with a sufficiently long time span. An example
illustrating how ‘Pt,j,mean’ is calculated as follows: if the duration of simulation is m days
and the time step is 1 h, gather the pressures of monitoring point j at the same hour t of
these days, and the average of these m numbers is defined as Pt,j,mean.

(3) Pressure Fluctuation Ratio (PFR)
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To reflect the impact of the burst event on the pressure sensors, the pressure fluctuation
ratio (PFR) is defined as the proportion of pressure fluctuations, using Equation (8).

PFRt,i,j =
Pt,i,j + zt,j − Pt,j,mean

Pt,j,mean
(8)

where PFRt,i,j is the pressure fluctuation ratio at monitoring point j when a burst occurs
at node i at moment t, and Pt,j,mean is the average pressure value of historical data at
monitoring point j at moment t.

The pressure value (PV) can be obtained directly through the processing of monitoring
data, making data acquisition and calculation relatively easy. The pressure difference (PD)
and pressure fluctuation ratio (PFR) can highlight the pressure drop of the monitoring
point caused by pipe bursts to some extent but require an estimation of the expected
pressure value at the monitoring point, which incurs higher calculation costs and introduces
uncertainty to pipe burst identification. The impact of the three features on the performance
of burst analysis will be compared in the later section.

2.3. Burst Diagnosis Multi-Stage Model
2.3.1. The Architecture of Burst Diagnosis Multi-Stage Model (BDMM)

The Burst Diagnosis Multi-Stage Model (BDMM) consists of three burst diagnosis
modules, including the burst identification module, burst partition localization module,
and burst junction localization module, as illustrated in Figure 2. The burst identification
module is trained with each dataset containing pressure features of normal and burst
scenarios. The output of this model is a binary classification, which indicates whether a
pipe burst accident has occurred in the WDN. The burst partition localization module is
trained with a dataset containing the pressure features of burst scenarios. The output is the
label of the partition where the bursting junction is located. The burst junction localization
module undergoes training with a dataset only containing the pressure features of burst
scenarios. Simultaneously, it receives the label of the partition where the bursting point is
located, which is from the burst partition localization module. The output is the ID of the
top 5 junctions most likely to experience a burst within the burst partition.
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2.3.2. CS-LSTM

In this study, each module of the BDMM uses the Cuckoo Search Algorithm–Long
Short-Term Memory (CS-LSTM) neural network as the computing core to analyze the
features of the burst. LSTM is optimized and improved on the basis of recurrent neu-
ral network (RNN) by introducing three kinds of gates. Before training, the Cuckoo
Search algorithm (CS) is applied to optimize the hyperparameters of LSTM, which features
global search capabilities and fast convergence, thereby enhancing the performance of
LSTM [23,24]. The parameters of the Cuckoo Search algorithm are configured as follows: a
discovery probability of 0.2, a population size of 30, and a maximum of 20 iterations. The
nest positions were initialized randomly, and the fitness value was determined based on
the root mean square error (RMSE). The hyperparameters of the LSTM model, including
the number of hidden units, learning rate, regularization coefficient, dropout rate, and
batch size, were optimized using the Cuckoo Search algorithm.

2.3.3. Model Performance Indexes

In order to assess the effectiveness of the BDMM, a comprehensive set of evaluation
indexes is necessary to characterize its performance. Previous research on performance
evaluation has often relied on simple indicators such as accuracy and false positive rate,
which may not capture a wide range of information and provide a comprehensive as-
sessment of performance. Therefore, this paper employs five indicators to evaluate burst
detection performance: Precision, Recall, False Positive Rate (FPR), and Undetectable Rate
(UR). Additionally, for the burst partition localization model, two novel indicators, the
precision and recall of burst partition localization, are proposed to account for the distinct
performance of the model in each partition. Furthermore, Detection Probability is defined
to evaluate the burst junction localization module.

Performance Indexes of Burst Identification Module

The quality of a burst model is not determined by a single index, and it needs to
perform well in all dimensions to be applicable in practice. For example, if a model has
a high false positive rate, it can lead to a loss of credibility, and the water management
company deploying inspections every time it receives an alert would also result in a waste
of manpower. So the performance of burst identification is assessed by Precision, Recall,
False Positive Rate, and Undetectable Rate, which are calculated by the following equations:

Precision =
TP

TP + FP
(9)

Recall =
TP

TP + FN
(10)

FPR =
FP

FP + TN
(11)

UR =
FN

P + N
(12)

where TP, TN, FP, and FN are the number of true positives, the number of true negatives,
the number of false positives, and the number of false negatives respectively. P represents
the number of positives and N means the number of negatives.

Performance Indexes of Burst Partition Localization Module

The first index, the precision of burst partition localization (ωn), is used to measure
the overall correctness of the model’s predictions for partition n, as shown in Equation (13):

ωn =
Tn

Nn
(13)
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where ωn—the precision of burst partition localization for partition n; Tn—the number of
times that both the output of the model and the partition having a real burst are partition
n, that is, the correct number of times that the model judges that the burst occurred in
partition n; Nn—the number of burst occurrences in partition n predicted by the model.

The second index, the recall of burst partition localization (φn), is to evaluate the
performance of burst partition localization, which is a multi-classification problem:

φn =
Tn

Wn
(14)

where φn—the recall of the burst partition localization for partition n; Tn—the number of
times that both the output of the model and the partition having a real burst are partition
n, that is, the correct number of times that the model judges that the burst occurred in
partition n; Wn—the number of samples with an actual burst in partition n.

Performance Index of Burst Junction Localization Module

Detection Probability (DP5,n) is an index for each partition, which is defined as the
probability that the top 5 junctions include the true burst junction in partition n. That
is to say, 5 nodes with the highest probability are inspected at one time to identify the
bursting node in an experiment, and if these 5 nodes include the bursting node, it is a
successful burst localization; otherwise, it is considered as failed. Then DP5,n is defined and
calculated as the number of successful burst localizations divided by the total number of
burst experiments in the partition n. The practical meaning of this index is the probability
that the 5 nodes the repair crews inspect in one round include the burst junction.

DP5,n =
x
X

(15)

where x—the number of simulated burst events where the burst junction is included in the
top 5 junctions in the partition n; X—the total number of simulated burst events.

3. Results and Discussion
3.1. Basic Information of the Study Area

In this study, a District Metering Area (DMA) of an industrial park in eastern China
with an 8.2 km2 service area and 16,000 m3 average daily water supply is selected as
the research area. The inlets of this DMA are at the starting point of three main vertical
trunk pipes. The total length of pipelines above 100 mm is about 24.7 km. The pipe
diameters range from 100 mm to 500 mm, with the most commonly used diameter being
300 mm. The elevation is derived from geographic information system data, and the range
of node pressure is 20 to 29 m. A relatively complete water consumption measurement
and pipe network monitoring system is built in the study area, which uploads user water
consumption once an hour. Sixty-one days (1464 h) of water consumption and monitoring
data have been collected and the EPANET hydraulic model has been established, which
includes 464 nodes, 481 pipes, and 90 major consumer meters, as shown in Figure 3a. The
demand of nodes in Figure 3a is at the maximum hourly water demand on the peak day
over 61 days.

3.2. Calculation of Burst Pressure Features

According to the method in Section 2.2.1, the WDN is divided into 12 partitions based
on the clustering result and topological structure of the network, and each cluster center
is designated as the monitoring point to form a monitoring system with 12 monitoring
partitions and 12 monitoring points, as shown in Figure 3b.

Figure 4 shows how to construct the matrices of [PV], [PD], and [PFR]. According to
the burst pressure feature generation method described in the Section Calculation of Three
Different Burst Pressure Features, 464 nodes were traversed in 1464 h for burst simulation,
and the loss area ratio n of the burst was a set of four values (0.3, 0.5, 0.7, 1), respectively, so
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the total number of burst scenarios was 1464 × 464 × 4 = 2,717,184. Random fluctuation
is also added according to the distribution of the monitoring data at the corresponding
time of the 12 monitoring points to obtain the burst pressure value matrix ([PV]2717184×12),
the burst pressure difference matrix ([PD]2717184×12), and the burst pressure fluctuation
ratio matrix ([PFR]2717184×12). In order to achieve the same magnitude, the normal pres-
sure value matrix ([PV′]1464000×12) is obtained by vertically repeating the pressure matrix(
[P′]1464×12

)
1000 times and adding random fluctuations. The normal pressure difference

matrix (
[
PD′]

1464000×12) and the normal pressure fluctuation ratio matrix ([PFR′]1464000×12)
are also obtained using methods mentioned in the Section Calculation of Three Different
Burst Pressure Features.
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3.3. The Performance of BDMM

After optimizing LSTM by CS, the LSTM hyperparameters are set as follows: the input
layer is set with one sequence input layer; the hidden layer includes one LSTM layer with
452 units; and the output layer is a fully connected layer. The loss function is mean square
absolute error (MAE), and adaptive moment estimation (Adam) is applied for optimization.
The other hyperparameters are set as follows: the maximum number of iterations is set to
10, the learning rate is set to 0.07, the dropout rate is set to 0.5, and the batch size is set to
546. To compare the performance of CS-LSTM with other machine learning algorithms, a
classical machine learning algorithm called Extreme Learning Machine (ELM) is trained by
the same training data and evaluated with the same test data.

3.3.1. Performance of Burst Identification Module

The datasets of the burst identification module are x1, x2, and x3, respectively, as
shown in Table 1:

Table 1. Datasets of the burst identification module.

Dataset Math Representation

x1

[
[PV]2717184×12, [1]2717184×12
[PV′]1464000×12, [0]1464000×12

]
x2

[
[PD]2717184×12, [1]2717184×12
[PD′]1464000×12, [0]1464000×12

]
x3

[
[PFR]2717184×12, [1]2717184×12
[PFR′]1464000×12, [0]1464000×12

]

Datasets x1, x2, and x3 are divided into a training set and a test set in a ratio of 7:3.
Dataset x1 is divided into Training Set 1 and Test Set 1 in a ratio of 7:3, dataset x2 into
Training Set 2 and Test Set 2, and dataset x3 into Training Set 3 and Test Set 3.

The CS-LSTM model and the ELM model are trained and tested using the same dataset,
and the indexes mentioned in the Section Performance Indexes of Burst Identification
Module are used to compare the effectiveness of the two models for burst identification.
The results are shown in Figure 5:

The following conclusions can be drawn by comparing the burst identification results
of CS-LSTM and ELM.

CS-LSTM has a low False Positive Rate and Undetectable Rate, while Precision and Recall
are maintained at very high levels, all exceeding 0.97, significantly better than ELM with
the input of all three features. This overall evaluation of CS-LSTM indicates that it is more
suitable for burst identification.

For binary classification prediction tasks like burst identification, whether pressure
feature processing is conducted at the input end has little impact on the performance of
CS-LSTM. Therefore, pressure value, with no need for the estimation of the mean value of
the monitoring point, should be used in burst identification to save computation costs.

3.3.2. Performance of Burst Partition Localization Module

The sample datasets of the burst partition localization module are x4, x5, and x6,
as shown in Table 2. They are divided into training sets and test sets in a ratio of 7:3.
[y]2717184×1 is the label of the burst partition.

Table 2. Datasets of the burst partition localization module.

Dataset Math Representation

x4
[
[PV]2717184×12, [y]2717184×1

]
x5

[
[PD]2717184×12, [y]2717184×1

]
x6

[
[PFR]2717184×12, [y]2717184×1

]
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The following conclusions can be obtained by comparison.
Under different feature inputs, the burst partition localization performance of CS-

LSTM is significantly better than that of ELM. The average recall and precision of burst
partition localization when using CS-LSTM are both above 90%.

For the CS-LSTM model, the average precision when using burst pressure, pressure
difference, and pressure fluctuation ratio as inputs is 0.903, 0.930, and 0.913, respectively.
The differences among them are small, indicating that simpler pressure data can be used
as inputs to reduce computation costs. For the ELM model, the average precision when
using burst pressure, pressure difference, and pressure fluctuation ratio as inputs is 0.676,
0.741, and 0.726, respectively. When using pressure difference and pressure fluctuation
ratio as inputs, the performance is significantly improved, indicating that the ELM model
requires more prominent burst pressure features as inputs to ensure precision compared to
CS-LSTM, which requires more complex input features.

When the model is applied to the real burst analysis, only the results of the model
output are available, without information on the actual location of the burst. The precision
of the burst partition localization in each partition is based on the model output in that
partition, so its operability and verifiability are better than those of the burst partition recall,
with a higher degree of confidence.

3.3.3. Performance of Burst Junction Localization Module

An independent burst junction localization model is established for each partition, and
there are 12 burst junction localization models in total. Figure 7 shows an example in this
case to explain how to locate the bursting junction and calculate DP5,n. In this example, the
bursting junction ranks fifth, because the top five nodes at one time are inspected to identify
the bursting node in an experiment, so this burst junction localization is a success. After all
experiments are finished, DP5,n is defined as the number of successful burst localizations
divided by the total number of experiments in the partition n.
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Figure 7. An example of how to locate the bursting junction.

The datasets of the burst junction localization model are x7, x8, and x9, respectively, as
shown in Table 3, and are divided into training and test sets in a ratio of 7:3. [w]2717184×1 is
the ID of the burst junction. DP5 of CS-LSTM and ELM is illustrated in Figure 8.
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Table 3. Datasets of the burst junction localization module.

Dataset Math Representation

x7
[
[PV]2717184×12, [w]2717184×1

]
x8

[
[PD]2717184×12, [w]2717184×1

]
x9

[
[PFR]2717184×12, [w]2717184×1

]
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The following conclusions can be obtained by comparison.
For the task of burst junction localization, CS-LSTM outperforms ELM regardless of

which feature is utilized among the three features. When using burst pressure, pressure
difference, and pressure fluctuation ratio as inputs, the CS-LSTM model achieves an
average DP5 of 0.854, 0.966, and 0.945, respectively. The repair crews have more than a
92% probability of locating the burst junction by simply searching for five junctions from
the output.

For the CS-LSTM model, when using burst pressure value, pressure difference, and
pressure fluctuation ratios as inputs, the average DP5 values are 0.854, 0.966, and 0.945,
respectively. The effects of pressure difference and pressure fluctuation ratio are better than
those of pressure value. Similarly, for the ELM model, the effects of pressure difference
and pressure fluctuation ratio are also better than those of pressure value. This indicates
that feature extraction is beneficial for improving the performance of deep learning and
machine learning models when dealing with more complex classification problems.

4. Conclusions

In this paper, a novel framework named Burst Diagnosis Multi-Stage Model (BDMM)
based on CS-LSTM is proposed to achieve comprehensive burst diagnosis including identi-
fying the burst event and locating the burst partition and junction in WDNs. Three burst
pressure features (pressure value, pressure difference, and pressure fluctuation ratio) are
constructed and used as inputs of the BDMM, offering insights into feature applicabil-
ity and model effectiveness for practical WDN applications. The results show that the
proposed method can effectively identify pipe bursts and accurately locate them in this
case, reducing the deep learning algorithm’s classification complexity and improving lo-
calization accuracy. Pressure value should be used for burst identification and partition
localization to reduce computation costs, and pressure difference should be used for burst
junction localization for better precision in the BDMM. Although the BDMM was trained
and validated using simulated data effectively, further study is recommended to validate
the model’s effectiveness using real-world measured pipe burst data and to implement it
on more complex WDNs, comparing it with other research methodologies.
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