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Abstract: Currently, the textile industry is a poorly automated sector, due in part to problems in the
handling of deformable leather and textile parts during production operations. In this work, several
problems in the handling process of leather and textile parts are addressed, introducing methods to
increase the automation of the process. A pneumatic actuator designed to pick up textile or leather
parts avoiding their deformation during transport has been developed. This actuator maximizes the
number of gripping points to improve handling, making it more stable and efficient. Additionally, a
vision system has been implemented in the part-picking task which, in conjunction with the CAD
information of the part, sends the modified gripping position of the part to the robot. This allows
customized handling of each textile or leather part. Finally, validation tests have been carried out on
this development, both in simulations and in laboratory conditions, demonstrating its viability and
direct applicability in the production line.
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1. Background

In today’s textile industry, leather pieces are manually sorted post-cutting, either by
type or product, such as footwear or accessories. This process is known as kitting [1–3].
Kitting involves assembling all product parts into a package, known as a kit, to reduce
the assembly time and boost productivity. Figure 1 illustrates the process of extracting cut
parts from a piece of leather. Figure 1a shows the leather with the cut pieces, with random
orientations to make the most of the leather, the cut is very thin, and this will be a problem
when it comes to locating the pieces because they cannot be identified using computer
vision. In contrast, Figure 1b illustrates the extracted pieces sorted into piles of the same
type, leaving an empty leather skin that can be recycled.
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1.1. Industry Automatization

The handling of textile pieces is becoming highly automated, enhancing system effi-
ciency and process performance. To automate a production plant, an optimized design
for automated lines and robots is essential [4]. In this line, robots are being incorporated
into production lines to automate industrial processes [5]. According to a study carried out
in [6], the use of robots for sewing and assembly in the textile industry has significantly
enhanced production speed and accuracy. Robotics allows for 24/7 operation, reducing
production times and improving final product quality. A research article [7] notes that
computer-aided sewing (CAD) robots have demonstrated high accuracy in garment man-
ufacturing, which has led to a significant decrease in material waste and a reduction in
associated costs. In terms of inventory management efficiency, one study [8] shows how
robotics and automation have enabled the real-time monitoring of stock levels through
IoT-based sensors. This has optimized inventory management, allowing companies to
adjust their production according to demand and reduce warehousing costs. A review
article [9] highlights that robotics in the textile industry enhances sustainability by allowing
more efficient resource use and reducing energy and raw material consumption.

Robotics, especially through pick-and-place systems, has transformed the textile in-
dustry by efficiently handling and placing materials in production, automating tasks and
being crucial in textile manufacturing. A recent study [10] has highlighted the impact of
pick-and-place systems in the textile industry. Equipped with advanced sensors and com-
puter vision, pick-and-place systems in the textile industry swiftly and accurately handle
materials like fabric cuts, positioning them for the next production stage. This automation
reduces production times, minimizes errors, and enhances garment quality. It also allows
for the flexible production of customized products, adapting quickly to market demands
and trends. By automating repetitive tasks, workers focus on creative and value-added
activities, boosting job satisfaction and innovation. These systems exemplify how robotics
improves efficiency, quality, and flexibility, being critical to the industry’s growth and
competitiveness. The findings in [10] and other similar research underscores the impor-
tance of this technology in the contemporary textile industry. It is also relevant to mention
the study [11,12] which highlights the time optimization in pick-and-place applications
in footwear production. Another study [13] was conducted to optimize the execution of
simultaneous tasks by multiple robots in a shared space. In [14] the authors showcase a
system for automating and simulating robot tasks in producing carbon-fiber materials,
highlighting its potential to enhance aerospace manufacturing. The research aimed to
minimize total time and avoid collisions by using Markov Decision Processes (MDP).

1.2. Handling of Flexible Pieces in the Industry

In the field of textile manufacturing, automating the pick-and-place of cut textiles is
complex due to potential deformation, leading to handling failures. Research is focused
on solving these problems. In [15] the authors develop a robotic gripper with soft tips to
simulate the human grip. The primary goal is to attain the stability and robustness of a
human-like gripper using a straightforward and affordable gripping device. In [16], the
authors introduce a robotic system designed to execute pick-and-place tasks involving
flexible objects. The system employs a structured light scanner to create a point cloud
representation of the object intended for grasping. In [16], a parallel gripper equipped with
a strap embedded in a blade is developed for passive pulling operations. This gripping
mechanism is adept at lifting thin, flexible items individually. The belt’s smooth surface,
integrated within the blade, offers significant flexibility to conform to the object’s shape,
allowing the system to handle a wide variety of workpieces effectively. The authors
of [17] aim to highlight the obstacles encountered in automating the handling of materials
and scrutinize the principal design approaches utilized in pick-and-place systems. This
includes examining strategies for handling, reconfigurability, gripping technologies, and
the distribution of gripping points, among other aspects.
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1.3. Actuators in the Leather and Textile Fashion Industry

In the textile industry, grippers are vital for automating fabric handling and assembly,
allowing for the precise and efficient movement of materials. Recent advances have led
to the development of grippers tailored for textile automation. In [18] a brief review of
the different gripper categories is presented. The objective of this article is to provide
a brief informative overview of the different classifications, as proper gripper selection
plays a vital role in the efficiency and performance of the robotic manipulator. In [19] the
authors provide a detailed overview of the current status of robotic grippers, gripping and
sensor-based control methods.

A widely used actuator in industry is the pneumatic actuator, in [20,21] the authors
introduce a four-finger pneumatic soft gripper that comes in two sizes and offers four modes
of gripping. A fiber-reinforced bending actuator is utilized to replicate the functionality of
the soft gripper finger. Additionally, hydraulic actuators are mentioned as an alternative
option in this context, in [22] a new hydraulic robotic gripper called WLRG-I (the first
generation of wheeled robotic grippers) is introduced that can handle large loads and is
very robust. The gripper can grip objects weighing 20 kg with a dead weight of 2.15 kg. To
the authors’ knowledge, robotic grippers with such a high load-to-weight ratio are very rare.
Finally, one of the most commonly used solutions for textile materials is suction cups, in [23]
an experimental modeling approach is introduced, which takes into account the dynamic
deformation behavior of vacuum grippers when interacting with specific combinations
of grippers and objects. In [24] POLYPUS, a groundbreaking gripper was designed with
under-actuation and vacuum technology; it facilitates the handling of objects regardless
of their shape or material, such as plastic, metal sheets, glass, and cardboard. Unlike
traditional grippers that are limited to specific weights, POLYPUS has the versatility to lift
items ranging from lightweight to heavyweight. Its innovative modular design ensures
that it can be quickly adjusted to accommodate a variety of object sizes and operational
needs. Reference [25] introduces methods to predict the gripping forces of a specialized
granular gripper for diverse objects, aiming to improve automation in manufacturing with
minimal testing.

The porosity of textile materials presents significant challenges in the context of
automation, particularly in robotic handling operations such as picking. Porosity affects
the way a material can be gripped, as it alters the contact surface and friction between the
material and the robot end-effector. The textile industry commonly does not use vacuum
cups (Figure 2a) for handling due to textile porosity. The technology used to allow this
manipulation is the needle gripper (Figure 2b), which uses a needle mechanism to pick
up the piece for manipulation. The main problem with these grippers is that they can
damage the grain side of leather materials, so the gripping technology must be adapted to
the managed material.
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Figure 2. Gripping point techniques: (a) based on suction cups and (b) based on needle actuators.

This research introduces a novel approach for handling flexible or deformable textile
pieces by gripping them at multiple points, making them effectively rigid during transport.
A specially designed tool with an array of gripping points ensures no deformation. The
tool’s design, featuring numerous gripping points, and its control system, which adjusts
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for each piece’s shape by recalculating the tool’s position and orientation, allow for the
manipulation of deformable pieces in the textile and leather industry.

The article is structured as follows: In Section 1, the solutions adopted to the problem of
cutting and handling textile pieces will be presented. It will begin with a brief description of
the Nesting process (Section 2.1) and then address the main problem by adopting a suction
cup array actuator as a solution (Section 2.2). Then, the Contour Scanning (Section 2.3) and
Computer vision system (Section 2.4) processes will be detailed. In Section 3, the results in
simulation and in a real test will be presented. Finally, the conclusions will be presented in
Section 4.

2. Design and Prototyping of the Suction Cups Array Actuator

In the process of cutting and the subsequent handling of textile pieces, different tasks
are performed, in this context this research will address the problem of handling textile
pieces in order to improve the pick-and-place process in the industry.

Firstly, the problem of the flexible piece’s placement task is addressed, in this line a
suction cup array actuator has been developed in order to perform the task in the most
efficient way possible. This actuator incorporates an algorithmic process that analyzes the
piece and positions itself by means of rotation and translation in order to perform the place,
maximizing the number of suction cups (or needle actuators) that will pick up the part.
As can be seen in Figure 3, the outer contour of the piece can be detected with Machine
Vision, but the pieces that have been cut on the inside by the cutting machine are not able
to be differentiated because the machine cut is a very fine cut. After performing robustness
tests, it was observed that the detection of some parts was partial and the detection of
interior parts by artificial vision was not sufficiently robust. Therefore, a program has been
developed which, through the CAD of the nesting and the detection of the whole contour,
sends to the robot the position and orientation of the pieces to pick them up.
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2.1. The Nesting Process and Pieces Location

Nesting [26–28], in textile manufacturing is a key strategy that goes beyond the simple
arrangement of cut patterns on a material. Its key point lies in optimizing the placement of
pattern pieces on a roll of fabric or sheet of material in order to minimize the associated
costs while simultaneously minimizing the waste generated during the cutting process. In
the production of garments and other textile products, the effective application of nesting
algorithms has become an essential pillar to achieve optimal levels of efficiency. These
algorithms, developed based on optimization principles and heuristic algorithms, play a
crucial role in determining the most efficient arrangement of pattern pieces, thus ensuring
that the least possible amount of material is used. Figure 3 shows the Nesting design in the
CAD format and once cut on the textile material. As can be seen, the coordinate system
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for each piece and that of the leather piece for the CAD is different from that of the image
taken by vision, so a coordinate system conversion will have to be made.

The identification and location of pieces within the original sheet (see Figure 4) cannot
be performed solely through computer vision, due to two very relevant factors. On the one
hand, the cut is usually so fine that the silhouette of the cut piece cannot be distinguished.
On the other hand, pieces have the same color as the background (the same material from
which they are cut), generating no contrast of pieces with their surroundings. This makes it
very difficult to locate the pieces only by vision. However, in this work, the CAD file used
by the CNC cutting machine to cut the pieces is available. This CAD file can be opened
and read from a Python program to obtain the position and orientation of the pieces with
respect to the CAD coordinate system (SCcad).
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Through computer vision, the outer contour of the entire original sheet can be located,
so when the correspondence between the CAD contour and that of the piece acquired by
vision (CTv) is found, the positions and orientations of the cut elements are known precisely,
and they can be picked up by the robot tool. This concept is the main contribution of the
project, and it has allowed us to mix CAD information with computer vision to obtain
the position and orientation of elements that are not recognized in processing the image.
Figure 3 shows a sheet of material (leather) immediately after being cut. Internal pieces
cannot be visually recognized due to the extremely thin cut performed by the machine
blade. Images shown in Figure 3b,c depict the same sheet of material, cut and manipulated
by authors many times.

When performing rotation and translation transformations, as shown in Figure 4, a
series of equations are used to transform the coordinate systems. Rigid transformations
are movements in space that preserve the shape and size of an object and are essential
for understanding how objects move. These transformations consist of rotations and
translations, which can be mathematically represented as a pair of a rotation matrix (R(θ))
(1), which is a 2 × 2 matrix, and a translation vector (t).

(R(θ), t) (1)

The multiplication of these transformations follows a specific rule that is not com-
mutative. This indicates that the final result is affected by the order of operations. The
inverse transformation allows for the calculation of reverse trajectories, which is essential
in robotics and motion planning. To simplify the composition of multiple transformations,
a 3 × 3 matrix representation (2) is used that integrates both rotations and translations for
calculation purposes. (

R(θ) t
0 1

)
=

cos θ −sin θ tx
sin θ cos θ ty

0 0 1

 (2)
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This representation can be equally adapted for two-dimensional vectors by convert-
ing them to three-dimensional vectors, which allows for their inclusion in the unified
mathematical framework. For example, assuming v = (x, y)T , it can be converted to a
3-dimensional vector v = (x, y, 1)T (3).cos θ −sin θ tx

sin θ cos θ ty
0 0 1

 x
y
1

 =

xcos θ − ysin θ + tx
xsin θ + ycos θ + ty

1

 (3)

These equations facilitate the conversion of coordinate systems between the CAD and
the vision system, enabling the corresponding pick of each part. Figure 4 displays the
detected part outline after converting the coordinate systems between the CAD and the
images captured by the camera and processed by the artificial vision system.

2.2. The Actuator: Suction Cups Array Actuator

The pick-and-place process, essential in automated manufacturing environments,
demands a specialized tool capable of performing the task quickly and efficiently. In this
context, suction cups emerge as an outstanding choice to perform these tasks with precision
and speed. In this project, a suction cup array actuator has been designed that manipulates
the piece preventing it from deforming during transport, allowing it to be considered as
rigid during the handling process.

This suction cup array actuator is composed of a matrix of 16 suction cups arranged in
a non-symmetrical and non-homogeneous way in order to be able to perform different picks.
This design translates into a highly versatile tool adaptable to different sizes and shapes of
parts, providing different picks depending on the orientation of the part. The integration
of this suction cup array actuator not only simplifies the task but also contributes to the
overall optimization of the pick-and-place process. The combination of speed, accuracy
and simultaneous handling capability makes this tool an advantageous component for
continuous improvement in the automation of piece handling in industrial environments.

Figure 5 illustrates part of the tool design process using Solid-Works. The imple-
mentation shown corresponds to the vacuum gripper implementation, while the needle
gripper implementation is equivalent. It can also be observed in the different views how
the positioning of the suction cups is not symmetrical to adapt to the various shapes of the
pieces. Figure 6 presents the exploded view of the components of the same implementation,
providing greater detail and several zoom views of the most representative elements.
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2.2.1. Implementation of a Suction Cups Array Actuator: Hardware

This research has tested a vacuum actuator designed to manipulate flexible objects.
The distribution of the gripping points allows a uniform distribution of the grabbing forces,
minimizing the risk of slippage or detachment during the manipulation task. This compact
and lightweight design allows us to use it with low-end-effector payload robots. In this
case, a Universal Robots UR5 has been used, so the weight of the tool must be below
5 kg. In any case, the less the tool weighs, the faster it can be moved by the robot without
bypassing the robot’s safety limits. Figure 7a shows the irregular distribution of the suction
cups used for the tool and Figure 7b shows the final weight of the tool.
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actuator suction cups and (b) Final weight of the tool: 3.18 kg.

The sixteen suction cups are distributed on a light frame, as shown in Figure 7a. To
optimize object manipulation, the distance of each suction cup from the center of the
coordinates of the frame has been determined, considering as a reference the junction with



Actuators 2024, 13, 149 8 of 18

the robot end effector. This information is essential to work with the matrix and ensure
optimal precision in the manipulation operations.

Figure 8 provides a clear visual representation of the spatial arrangement of the suction
cups in relation to the center of the structure, as well as the plan, elevation, and profile
of the actuator. The actuator gripper is protected at its edges by a padded liner firmly
attached to the tool frame. A quick changer from OnRobot [29], capable of changing tools
in less than 5 s, is connected to the suction cup tool; this adapter has been incorporated
to change the actuator quickly if necessary due to the size or shape of the pieces or the
requirements of the task. Each of the sixteen suction cups is connected via tubing to a
five-way solenoid valve. The choice of these solenoid valves, specifically of the JSY1000
series [30]. This is based on its ability to significantly reduce the size, thanks to its high flow
rate, thus contributing to efficient space management and reducing the overall weight of
the system.
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An EX260 system, which operates via a fieldbus, has been used to control the suction
cups. This communications link allows synchronization and control of gripping and
handling operations. In terms of the control interface, the suction cup array actuator is
controlled by a computer running programs in Python, as this is the language in which the
algorithm has been developed.

2.2.2. Optimized Use of the Tool: Software 1.0

The actuator is designed to pick pieces of different shapes and sizes by varying the
orientation of the tool. To further develop this task, software has been developed that
optimizes the number of suction cups per part, i.e., it calculates which orientation the
suction cups array actuator should have in order to pick up the piece with the maximum
number of suction cups, thus improving the pick-and-place task, as shown in Figure 9.

The function of maximizing the grip points of each piece has been conducted by
creating a Python function that returns the position and orientation with which the end
effector must be corrected to perform the grip. This function has been generated using the
Visual Studio Code editor. The packages necessary to achieve the required functionality
have been added as development progressed. The packages used to create the program in
Python were:
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• ezdxf 1.0.3: Python interface to the DXF format, developed by Autodesk. Allows
developers to read and alter existing DXF documents or to create new DXF docu-
ments [31].

• Math 3.2.: A module that offers access to mathematical functions as defined by
the C standard C language. This includes functions for representation and number
theory, powers and logarithms, trigonometric functions, hyperbolic functions, special
functions, and mathematical constants [32].

• Matplotlib 3.8.1.: A comprehensive library designed for generating static, animated,
and interactive visualizations in Python [33].

• NumPy 1.26.1: Library that defines a data type representing multidimensional arrays,
having basic functions to work with. It is a stable and fast library [34].

• Shapely 2.0.1: A Python package utilized for the set-theoretic analysis and manipula-
tion of planar features, leveraging the functionalities of the GEOS library [35].
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Figure 9. Gripper of a piece with a generic matrix gripper (circles are the vacuum cups and brown
piece is the pick piece): (a) Gripping by assigning the position and orientation of the workpiece to the
robot end effector: seven gripping points, and (b) Gripping of the workpiece by rotating and moving
the tool to maximize the number of gripping points: 11 gripping points.

The development of the program has been structured in three steps. The first step
deals with the preparation of the images for processing in the Python code, using AutoCAD.
Obtaining the silhouette of the piece is essential, and for this purpose a specific procedure
has been followed to guarantee its appropriate interpretation in the Python code. In this
process, we have worked exclusively with straight lines connected in the required order,
excluding the use of circles, semicircles, or splines.

The second step of the program presents the various functions developed for the code,
dealing with the manipulation and analysis of the matrices associated with the pieces
obtained. Each function has been designed with the purpose of maximizing the number of
suction cups coinciding with the part.

Finally, the third step shows the “Driver Code”, which coordinates and executes the
previously defined functions. The process is performed by mediating a DXF file created in
AutoCAD containing the piece to be picked. The program processes the file and displays
the points that make up the resulting polygon. In addition, the center of the polygon is
calculated using the “centroid” function. This systematic and detailed approach facilitates
obtaining matrices with the maximum number of suction cups activated within the part,
thus contributing to the efficiency of the system in the manipulation of objects.

The center of the piece is shown in the graph by a star. The position of the suction cup
array actuator has been moved to the center of the part; the suction cups are represented by
a cross inside a circle (Figure 10).
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Next, the first step of the displacement, known as translation is carried out. In this
phase, a process of optimizing the translation of the actuator in the space occupied by the
part is carried out in order to calculate the suction cups to be used, maximizing the number
of suction cups. This process is shown in Figure 11.
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Figure 11. Process for finding the optimal configuration. Red points are the available vacuum cups.
In yellow the piece.

Once the first step is completed, the analysis and calculation of the matrices with
the highest number of active suction cups inside the piece is carried out, as well as the
identification of the activated suction cups in each matrix. In addition, the number of arrays
that meet the requirement of the maximum number of active suction cups, set at 2 in the
shown example is determined; the coordinates used to move the array are recorded. When
the translation phase is completed, the rotation phase is carried out using the matrices
obtained in order to maximize the number of active suction cups inside the leather piece.
These matrices are rotated around their axis, thus generating new configurations (see
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Figure 12 for more information on the process). After calculating the rotation matrices with
the highest number of active suction cups inside the part, the active suction cups in each
matrix, the total number of selected matrices, and the coordinates associated with each
configuration are recorded. In this case, the maximum number of active suction cups is
kept at 2, both in the rotation and translation phases. This increase in the number of dies
offers a variety of options when selecting the optimal position for piece handling.
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Figure 12. Selection of the actuator arrangement according to the selected suction cups (Green points).
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Figure 13 shows a flowchart of the program developed to carry out the process
presented. Software tests have been carried out for different sizes and dimensions of pieces
as shown in Figure 14, with satisfactory results.
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2.3. Contour Scanning

Once the Nesting is conducted on the textile material in the computer-aided manu-
facturing process, obtaining data from the pieces to be collected is fundamental; for this
AutoCAD is used as the main tool. In addition to extracting data from the pieces according
to the model sent for cutting on the CNC machine, detailed information on the uncut base
is obtained, thus providing a complete set of data for the production process. For the
extraction of piece data, the AutoCAD EXTRACDAT command is used. This command
allows for the specific selection of the required data from the templates, thus simplifying
access to them from a programming environment such as Python. The data extracted
include the template model, essential for classification, as well as the X and Y coordinates
and rotation of each of the templates. The process to obtain these data starts with the use of
the EXTRACDAT command in AutoCAD, generating a structured text file that stores the
selected information. These data are essential for the classification and organization of the
production process.

They also facilitate the traceability of each piece throughout the manufacturing chain.
Once the data have been obtained from AutoCAD, the next step involves the manipulation
of the cropped image centered on the part. Transformations are applied to identify the
contour of the part. This contour, once obtained, provides valuable information, including
the center of the part. The correlation of this center with that obtained during AutoCAD
data extraction establishes a coordinate system to facilitate the subsequent piece processing.
In addition, the eigenvectors of the contour are obtained. These vectors, which coincide
with the axes of inertia of the figure are used to extract the orientation and shape of the part.

2.4. Computer Vision System

After the textile or leather sheet has undergone the cutting process, the coordinates of
each piece cannot be extracted by vision as has been mentioned before. The complexity
lies in the fact that the cut is so fine that it is impossible to differentiate each piece by
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vision. Therefore, it is necessary to resort to the information contained in the CAD file of
the Nesting. The coordinates and rotation angles of the individual pieces can be extracted
from the CAD file. First of all, the CAD and the image taken by vision must be matched.
This is because the center of coordinates of the CAD does not have to coincide with the
center of coordinates of the vision captures. Once the translation and rotation between the
CAD and the vision capture are known, the rotation-translation matrix will be applied to
locate the pieces in the robot’s workspace.

The objective of this piece is to locate the textile piece on the conveyor belt using
machine vision. Once the position of the plate is known, the data can be extracted from
AutoCAD and the transformations described in Section 2.1 can be applied. This procedure
allows for correcting small positioning errors that may occur due to the movement of the
plate on the conveyor belt. At the same time, the correspondence of the AutoCAD, camera
and robot coordinate systems is calculated. The algorithm starts by reading the image that
has been taken during the simulation. This image is cropped in such a way that all the
pixels around the piece that are not interesting, such as the sides of the tape are removed.
So, the image is centered on the textile piece from which it must extract information. Once
the image is cropped and centered on the piece, several morphological transformations are
performed to detect the contour of the piece. From this contour, the center of the contour is
obtained, with which a first relation of the coordinate system with the center obtained in
the AutoCAD data extraction can be made. In addition, you can also obtain the value of
the eigenvectors of the contour, which coincide with the axes of inertia of the figure that are
also extracted from AutoCAD.

With the above-mentioned data, it is possible to calculate whether the piece has
been rotated with respect to AutoCAD. By having the eigenvectors of the axes both from
AutoCAD and from the outline extracted from the image, the axes can be drawn on the
image and the rotation and translation between the coordinate systems can be calculated.
In the cropped image it can be seen and in the outline of the part, the center and the axes
have been drawn. In this case, the rotation is 0 degrees, so the piece has not changed its
orientation during the movement of the ribbons.

3. Results and Discussion
3.1. Simulation Results

This section describes the simulation process of the workstation with representative
images. Figure 15 shows the complete station before starting the simulation. The sequence
starts with the introduction of the uncut leather into the CNC for processing according to the
specified cutting pattern (Figure 15a). After cutting, the re-cut pieces move along the rolling
mat until they reach the collection area where an image of the cut base is captured. Once the
capture is conducted, the Python algorithm is started. The first step involves obtaining data
both for each individual piece and the uncut base directly from AutoCAD. Subsequently,
all piece data are recalculated to establish relationships with the data obtained from the
captured image. After this recalculation process, the phase of sending data from Python
to RobotStudio begins. It is imperative that the robot has been positioned in the waiting
area for the start of the collection before this step. From RobotStudio, the signal is sent to
initiate the socket communication and start sending data. Figure 15b shows the robot in
a waiting position to receive the first data. The robot executes the pick-and-place task by
picking up each piece and depositing it in a pile together with other pieces of the same
cutting pattern. This strategy ensures proper sorting in the case of having several cut
models. This simulation process integrates the interaction between the CNC machine, the
Python algorithm, and the robot in RobotStudio, showing a pick-and-place operation and
the correct sorting of the collected parts.
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Figure 15c illustrates the moment when the robot performs the task of picking a piece
and moving it to the corresponding place. The sequence culminates with the correct pick-up
of all the parts, depositing them one by one in the designated pile together with the rest of
the pieces of the same model, all aligned in the same orientation. In Figure 15, the result of
the process is presented in Figure 15d, showing all the collected templates in an organized
manner. This closure visualizes the efficiency of the system in completing the handling
of the pieces and their successful sorting, demonstrating the ability of the workstation to
perform pick-and-place operations in an autonomous and orderly manner.

3.2. Real Tests

The process starts with the operator inserting the uncut textile piece into the CNC
machine, indicating the CAD file model to be cut. Figure 16 shows the piece inserted and
ready for cutting. Once positioned, the CNC is activated and performs the cut, generating
the different cut pieces. Subsequently, these pieces move on the CNC rolling mat, as shown
in Figure 16, until they reach the position where the algorithm starts to extract data from
AutoCAD, capture the image and send the data to the robot. The algorithm starts with the
extraction of data from each template as well as from the base to establish the relationship
between the piece on the table and the AutoCAD data. With all the data extracted, the
visual recognition process is started. The camera is activated and records, storing the
frames in a folder. When the operator indicates that the piece is in place or a specific time
has elapsed, the recording stops, and the algorithm starts reading the last 15 frames.
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Figure 16. Real setup: Set of frames extracted from the video that shows how the system works.
These 16 frames depict the entry of a leather piece into the cutting machine, its exit and how the robot
equipped with the tool developed in this project manages cut pieces successfully.

In each of the 15 frames, the morphological transformations are applied to detect the
contour of the piece and determine the angle of rotation with respect to the AutoCAD data.
After calculating all the iterations, the algorithm discards results that indicate anomalous
angles. Finally, an image of the detected con-torque and the axes of the base in AutoCAD
and the actual rotated base is displayed on the screen. Figure 4 shows the resulting image
and the on-screen message with the angle of rotation. This approach combines CNC
accuracy with visual recognition capability, allowing precise alignment of the cut pieces
with the AutoCAD data prior to manipulation by the robot. The algorithm then recalculates
all the template positions and rotation angles required to send the instructions to the robot
accurately. This step is essential to ensure proper handling of each cut part. Afterward, the
robot establishes a connection via the socket, waiting to receive a message from the robot
controller with the template number to be sent. This approach facilitates synchronization
between the algorithm and the robot, allowing a coordinated execution of the process.
With the connection established, the algorithm sends the data for each piece to the robot
sequentially. Once the sending of data for all pieces is completed, the robot returns to its
initial position, awaiting the next pick-and-place process. Figure 16 illustrates the end of
the process where all pieces have been picked and sorted according to the model that has
been cut. This closure visualizes the efficiency of the system in the coordination of the
cutting, visual recognition, and robotic handling operations.
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This video shows the entire process described: https://youtu.be/GJxV3TP_N2E
(accessed on 6 February 2023).

4. Conclusions

This paper deals with the automation of processes in the textile and clothing indus-
try, especially in the robotic sorting of CNC cut parts. A non-symmetrical suction cup
array actuator has been developed and tested, complemented with a vision system and
algorithms for the handling of textile parts. The results obtained both in simulations and
in industrial plant environments highlight the efficiency and practical applicability of
this technology in real production environments. Traditionally, the handling of textiles in
industrial environments has been a challenge due to their deformable and varied nature.
This project addresses these challenges effectively, enabling the more precise handling
adapted to the specific characteristics of each textile piece. In addition, the integration of a
vision system and image processing algorithms allows for more accurate and automated
sorting and handling, representing a significant step towards the modernization of the
textile industry. Experiments have focused on specific textile types and handling conditions.
The development of the suction cups array actuator allows the activation of the suction
cups in an individual way, using an algorithm to maximize the gripping points to perform
the task of picking up the part, in this way the actuator moves to the position and angle
that maximizes the suction cups to pick up the piece so that it does not deform during
the trajectory towards the place position. When the pieces are cut and need to be trans-
ferred, the computer vision system cannot differentiate the pieces due to their thin cut, this
problem is addressed by matching the CAD generated by the nesting and the recognition
of the external contour of the leather made by vision; by means of a rotation-translation
matrix, the correct data are sent to the robot so that it can carry out the pick-and-place task.
The applicability of this technology in the textile and leather industry has been confirmed
through experiments in simulated production environments, reaching TRL 4.
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