friried applied
b sciences

Article

Software Project Management Using Machine Learning
Technique—A Review

Mohammed Najah Mahdi *%, Mohd Hazli Mohamed Zabil >, Abdul Rahim Ahmad 2, Roslan Ismail ?,

Yunus Yusoff 2, Lim Kok Cheng 2, Muhammad Sufyian Bin Mohd Azmi 2, Hayder Natiq 3
Hushalini Happala Naidu *

check for

updates
Citation: Mahdi, M.N.; Mohamed
Zabil, M.H.; Ahmad, A.R.; Ismail, R.;
Yusoff, Y.; Cheng, LK.; Azmi,
M.S.B.M.; Natiq, H.; Happala Naidu,
H. Software Project Management
Using Machine Learning
Technique—A Review. Appl. Sci. 2021,
11,5183. https://doi.org/10.3390/
app11115183

Academic Editor: Vito Conforti

Received: 12 April 2021
Accepted: 5 May 2021
Published: 2 June 2021

Publisher’s Note: MDPI stays neutral
with regard to jurisdictional claims in
published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

and

Institute of Informatics and Computing in Energy, Universiti Tenaga Nasional, Kajang 43000, Malaysia
College of Computing and Informatics (CCI), Universiti Tenaga Nasional, Kajang 43000, Malaysia;
hazli@uniten.edu.my (M.H.M.Z.); Abdrahim@uniten.edu.my (A.R.A.); roslan@uniten.edu.my (R.L);
yunusy@yniten.edu.my (Y.Y.); Kokcheng@uniten.edu.my (L.K.C.); sufyian@uniten.edu.my (M.S.B.M.A.)
Department of Computer Technology, Information Technology Collage, Imam Ja’afar Al-Sadiq University,
Baghdad 10064, Iraq; hayder.natiq@sadiq.edu.iq

Uniten R&D Sdn Bhd, Universiti Tenaga Nasional, Kajang 43000, Malaysia; hushalini@uniten.edu.my
Correspondence: Najah.Mahdi@uniten.edu.my

Abstract: Project management planning and assessment are of great significance in project perfor-
mance activities. Without a realistic and logical plan, it isn’t easy to handle project management
efficiently. This paper presents a wide-ranging comprehensive review of papers on the application
of Machine Learning in software project management. Besides, this paper presents an extensive
literature analysis of (1) machine learning, (2) software project management, and (3) techniques from
three main libraries, Web Science, Science Directs, and IEEE Explore. One-hundred and eleven papers
are divided into four categories in these three repositories. The first category contains research and
survey papers on software project management. The second category includes papers that are based
on machine-learning methods and strategies utilized on projects; the third category encompasses
studies on the phases and tests that are the parameters used in machine-learning management and
the final classes of the results from the study, contribution of studies in the production, and the
promotion of machine-learning project prediction. Our contribution also offers a more comprehensive
perspective and a context that would be important for potential work in project risk management. In
conclusion, we have shown that project risk assessment by machine learning is more successful in
minimizing the loss of the project, thereby increasing the likelihood of the project success, providing
an alternative way to efficiently reduce the project failure probabilities, and increasing the output
ratio for growth, and it also facilitates analysis on software fault prediction based on accuracy.

Keywords: machine learning technique; software project estimation; software estimation; software

project management; project risk assessment

1. Introduction

Improving the efficiency and maintaining the sustainability of a software project
are obstacles that are faced by project managers. The probability of project failure is
generally due to the lack of knowledge, skills, resources, and technology during project
implementation [1-3].

The knowledge that is obtained from historical project data sets can be used for
the development of predictive models by either utilizing a mathematical methodology,
including linear regression and study of association or machine learning (ML) approaches,
such as Artificial Network Network (ANN) and Support Vector Machines (SVM). Predictive
methods provide a method that is focused on present and historical project evidence to
forecast the project’s future. Different ML algorithms have not yet been studied owing
to a huge number of ML algorithms. According to the literature findings, the reason for
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using automated projects, the issues of the evaluation of the project management, and the
development ML methodology are addressed. The empirical results would be evaluated.

Although project literature describes the success and failure of the project, there are
lengthy debates regarding how project improvements can be measured. The perceptions
of project performance and the assessment of project success vary [4]. Hughes and other
members [5] Project Management Institute (PMI) [6] discern between project success and
project performance variables.

The project progress thresholds are evaluated to measure the success and failure
of a project. Feedback is also taken into consideration for project progress. Historically,
the delivery of the necessary outcomes and the utilization of the selected resources is
distinguished by a successful project under a specific project duration [7]. PMI [6] identifies
initiatives that successfully achieve the stakeholder’s project goals, criteria, and ambitions.
Researchers, such Como Aladwani [8], Cates and Mollaghasemi [9], Parsons [10], and
Rosenfeld [11], describe the effects of the classical objective outcome metrics, such as
project expense (above and below budget), project time (early, on or at late), and the project
outcomes output (with less or better than required properties and functions).

The evaluation of project requirements also contributes to costs, time expenses, un-
fulfilled goals, or even cancellations of projects, becoming a natural, unwanted project
danger of adverse effects on the reliability of software projects [12]. The requirements for
amending the specifications (in terms of multiple extension, elimination, and modification)
during the software development project are among the principal factors raising problems
for the project [13-16].

Section 2 of this article includes an explanatory analysis on the principles of software
project assessment and computer training technology. This article is further structured, as
follows. Section 3 defines the approach, including the source of material, requirements
for eligibility of research, the Systematic Literature Review (SLR), and the effects of search
results of publications. It also identifies the research questions (RQs) for this research,
with threats to validity pointing out major challenges to the effectiveness of SLRs. The
queries of any object from three website papers were separated into four classes, the literary
taxonomy on software project management utilizing an ML technique. Section 4 addressed
inspiration, difficulties, and recommendations in that research area and a modern approach
to the risk management of software projects. Finally, Section 5 presents the Conclusion.

2. Preliminary Study

In this section, we clarify some concepts of software project estimation and machine
learning technique.

2.1. Software Effort Estimation

The pediction of software development effort and duration is the critical task for
effective Software Project Management (SPM). The accuracy and reliability of prediction
mechanisms are also essential. Having accurate effort assessments, especially at an early
software project phase, may significantly reduce the high risks that are taken during
the development of a software product. Unfortunately, most of the existing estimation
techniques are often substantially wrong, and most of the projects encounter effort overruns.
However, it was found that software project estimation based on ML algorithms can provide
more accurate effort estimation.

2.2. Machine Learning (ML)

The ML is an application of artificial intelligence that provides systems to learn and
improve from experience without being explicitly programmed automatically. In other
words, the primary aim of ML is to allow the computers to learn automatically without
human intervention or help and then adjust actions accordingly. Furthermore, ML enables
the processing of massive volumes of information.
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2.3. Software Project Management Estimation Based on ML

Figure 1 illustrates the procedure of software project management estimation, which
can be summarized, as follows.
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Figure 1. Example of Methodology for Developing Software Project Management Estimation.

Step 1. Data Collection: token extraction, word tokens are essential characteristics for
calculating effort in the project. A key part of the project material is defined by Tokens.
As a core component of the estimation model, Unigram language modelling concerning
tokens was used.

Step 2. Feature Extraction: after the extraction of tokens, the project features were
chosen for further analysis: Term Frequency-Inverse Document Frequency (TF-IDF) of
each token "Term Frequency’ is a tool for calculating the sense of a phrase that considers
word frequency and the reverse counts of records, including this word. This is a method of
measuring a word’s meaning.

Step 3. Model Construction: for different classification algorithms, the derived features
are used as inputs to Weka. The following is an overview of how we chose the learning
algorithms: Naive Bayes: a classification is a probabilistic classification that is focused on
the theorem of Bayes that takes independent features from the classroom. Naive Bayes,
with its simplicity, fights the high dimensionality of the data with the subjective assertion
of freedom, which can also exceed more complex classification approaches. J48 Decision
tree: Java’s open source C4.5. It is a decision tree-generating algorithm where the tanning
collection is not linearly separable, decision trees suit the training results well. Random
Forest: it is a category classifier that consists of several decision trees and the class outputs,
which are the statistical model of the individual trees output groups.

Step 4. Analysis: the study found the best ML models to outperform and showed
that the project risk calculation using machine learning is more effective in minimizing
the fault of the project, which improves the likelihood of the project answer, providing
an alternative way to efficiently reduce the probabilities and increase the output ratio for
growth.



Appl. Sci. 2021, 11,5183

4 0of 39

3. Methodology

We obtained articles that were related to SPM by searching using two phrases: “Machine
Learning” and “Software project management”. The searches were done on three digital
libraries; (1) Web of Science (WOS), as it caters to multi-disciplinary research articles in
the fields of science, arts, etc., (2) IEEE explore which provides articles that are specialized
in the field of electrical and electronics engineering, and (3) ACM digital library, which
has a comprehensive database that contains scientific articles regarding computing and
information technology.

The significant articles and literature referred by the search outputs were selected and
categorized based on two criteria: (1) use three iterations in the filtering process, which
removes the redundant and duplicated articles, excluding irrelevant articles using the title.
(2) Undertake the initial screening, and the selected papers are following the screen using
the SPM by carefully studying the narrowed search results.

Many searches on the three databases mentioned were done in March 2020 using sev-
eral keywords (or phrases), such as “machine learning” OR ML OR “artificial intelligence”
OR “classification” OR “clustering” OR “regression” AND “software project management”
OR “SPM” OR “software development” OR “application development” OR “apps” OR
“software” AND “techniques” OR Methods OR implementation OR guide OR algorithm.”

Figure 2 shows a typical query text used. We have excluded the search results, which
are correspondences, letters, book chapters, etc., using the advanced options of search
engines. The exclusions are to obtain the most recent scientific articles and only those of
great importance that enhance the SPM capability. The focus is to include all of the articles
and scientific manuscripts that fulfil all the criteria of this work. Subsequently, they are
then divided into classes, namely: general and coarse-grained. The latter is discussed in
four subsequent sections obtained from the study results, in which the Google scholar
search engine was utilized in defining the direction of the study.

———

Query

(“Machine Learning” OR ML OR “artificial intelligence” OR “classification” OR “clustering” OR “regression” OR “Software
Project Management” OR “OR “SPM” OR “Software development” OR “Application Development” OR “Apps” OR
“Software” OR “Techniques” OR Methods OR Implementation OR Guide OR Algorithm”)
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Figure 2 shows that there were 1291 papers gathered after the queries were performed,
of which, from all the documents, 520 were obtained from WOS, 456 from IEEE, and 315
from ACM digital libraries. All of the selected articles were published between 2009 and
2020. These articles were later divided into three groups; (1) 426 redundant articles, (2)
519 were irrelevant based on the titles and abstracts, and 111 articles fall within the SPM
criteria.

As highlighted earlier, an article is excluded if it does not satisfy the selection criteria,
which are listed below: (1) the English language is not the language used to write the
paper. (2) Techniques and/or methods were the focus of the article. (3) The research
interest in the article is only concentrated on the SPM without Software Development or
Machine Learning.

Moreover, after the second iteration, the articles can still be eliminated if SPM was not
included or: (1) the paper’s contribution does not consider any aspects of machine learning
and project management. (2) The discussion on the paper is only focused on SPM and it
does not discuss any other topic. In this work, articles undergo extensive ML, whereby
the remaining articles are later categorized into categories that look into how to enhance
the SPM.

3.1. Threats to Validity

Other studies have pointed out significant challenges to the effectiveness of SLRs [17,18],
and highlighted trends of using Machine learning algorithms, benchmark data-sets, valida-
tion methods, and size metrics for software effort estimation. Four different strategies were
used to minimize the risks that are posed by these TTVs strategically.

Firstly, construct validity: the framework was verified by implementing a manual
and automated sentence search to minimize the calculated SPM data from data collection.
Additionally, the selected articles evaluate the SPM by thoroughly analyzing the reduced
search results.

Secondly, internal validity: the methods that were proposed by [17,18] were used
to solve the internal validity. Additionally to avoid biases during the exhaustive search
for journal articles, a technique that combines two phases of the search was used for a
comprehensive selection approach. All articles of interest were extracted from databases
used for related researches [17-19] and they were subjected to thorough selection processes
that are shown in Figure 2.

Thirdly, external validity: external validity was addressed by integrating ten years
time frame of SPM studies—leading to generalized results. There is a parallel relationship
between the cumulative collection of papers and available papers, which suggests that this
SLR can maintain a generalized report that is consistent with the external validity criteria
of the research.

Lastly, conclusion validity: the conclusion validity was handled using SLR methods
and guidelines applied by researchers from reputable publications, such as [19], which
makes the results possible to reproduce the research chronologies of this SLR with quantifi-
able and identical results.

3.2. Research Questions

In view of conducting a systematic literature review, the research questions play a
prominent role in deciding the search strategy and analysis. We identified the following
research questions (RQs) for this research:

RQ1. What does the existing research literature reveal about Software Project Management
using machine learning techniques?

RQ2. Can we build better machine learning-based models in terms of accuracy prediction
by applying feature transformation and feature selection to reduce the project failure
probabilities efficiently?

RQ3. What are the existing gaps for prospects of research in the field of Software Project Man-
agement?
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Total

IEEE

ACM

WoS

RQ4. What are the prediction metrics and their current level of accuracy evidenced by
different estimation techniques?

RQ5. Which machine learning algorithm tends to overestimate and which tends to under-
estimate?

3.3. Statistical Information of Collects Articles

The outcome of the review is addressed in the form of answers to the research questions.

RQ1. What does the existing research literature reveal about Software Project Manage-
ment using machine learning techniques?

Figure 3 demonstrates the taxonomy. The records may be categorized into four
fundamental classes. (1) Review and Survey; (2) Case Study; (3) Experimental; and, (4)
Analysis and Architecture. The first class of research and questionnaire materials outlines
the ML approaches and strategies employed in SPM to accomplish their objectives and
address concerns. The second category discusses the effects, triggers, countermeasures,
conditions, and proposes technologies for improved efficacy control. The third category
presents the effects of a methodology used to classify multiple variables, which can affect
different aspects of the method or the product as it is produced. The fourth category
incorporates structures, methods, and expertise for a mission.

[ — 111
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39
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Figure 3. A number of included articles in different categories according to publication journals.

Figure 3 presents the statistics of the different categories above for the articles that
are related to SPM. In the figure, the 111 articles from the three databases are divided into
review and surveys (10), Case Study (12), Develop and Design (59), and those that describe
the Experimental study (30).

Figure 4 presents the rapid number of publications based on the fields and region in
which the study and studies are developed in SPM. The findings were split into 10 of the
111 papers, 12 of the 111 are relevant publications on ML methods of case analysis and
SPM strategies, and 30 of the 111 articles, systematic steps and experimental criteria for
the project management review ML-Software. The final groups of scientific contributions
and outcomes in ML-SPM research design and growth, 59 of 111 articles. The figure even
demonstrates the mathematical study of the multiple groups.

Figure 4, on the other side, includes papers that are dependent on the year of pub-
lishing and displays the science classified articles between 2009 and 2020. In 2009, only
eight papers were written, and 49 were published, from 2010 to 2015. In comparison, for
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18
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2016, 2017, 2018, 2019, and 2020, respectively, 15, 16, 11, seven, and five papers have been
written. Primary sources of analysis based on ML-SPM research were included, and its
general guidelines were evaluated.

We found several trends and produced a taxonomy, as shown in Figure 5. We also
distinguished many subcategories, but several main areas have been observed. We noticed
some themes from the literature and rendered a taxonomy, as seen in Figure 5. While
specific fields were overlapping, we established multiple subcategories.

17
15
11
10
& 8
7 7 7 7
6
5 5 5 5 5 5
4 a 4 4
3 3
2 2 112
1 1 111 lI 1 1 1
0 00 0 0 0 II
| | ] | | | | |

w

=
N
=]

2011 2012 2013 2014 2015 2016 2017 2018 2019 2020

W Review B Surevy W Case Study Experimental Develop & Design  mTotal

Figure 4. Published articles in between 2005 and 2020.

Select Stydy

Y

Review and Servey

Linear Regression

Experimental Casy Study Develop & Design

z

Decision Trees
SVM

ransfer Learning

¢ lF

eI

Random Forest
D n Trees

Deep Learning KNN

Fuzzy Algorithm
Product Lifecycle'
Management
Stochastic Gradient Boosting

Recommendation
Algorithm
Qther MethodS>==">  (Case-Based Reasoning Estimatio
Logic Model

Cross-Project Defect Prediction

SVM

[@)
@
3
o
Il :
a
]
S

K-Means

Logic Model
Other Methodg>—=>>

¢

i
|
il

Qther Method:

Decision-Theoreti

Stochastic Gradient Boosting

Strategic Release Planning

Figure 5. Taxonomy of literature on the Software Project Risk Assessment Using Machine Learning Technique.

3.4. Review and Survey Articles

The analysis and research documentation outlined the latest perception of ML tech-
nologies in SPM preparation and evaluation and the application of ML algorithms.

3.4.1. Studies Conducted on Machine Learning and Their Use in SPM

This segment discusses and uses the ML processes. These papers were broken into
multiple subjects and implementations. Selected studies have been grouped into large
groups, being focused on the ML methods of production techniques. There were three
subcategories for the six publications in this group, respectively.

This sub-cluster was conducted on K-Nearest Neighbor Algorithm (KNN). In [20], the
observations, metrics, data sets, calculation measures, ML challenges, various models of
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forecasts, and ensemble models used in the region of the maintenance prediction were eval-
uated and analyzed. Another [21] has shown growing concern for ML technologies, with
KNN for the management of missing values in information engineering data structures.

Other classification studies were conducted on Regression. The paper [19] identified
the volatility prevision methods and predictors and the classification criteria. The char-
acteristics that were used as indicators of literature volatility parameters and forecasting
techniques used for boosting the precision of the volatility of prevision requirements have
been established. Specifications with volatility are critical for software programs, since
they lead directly to costs and overrun period. In [22], the SLR was suggested to help
a formal mechanism of repeatable findings. The study cannot settle the precise applica-
tion by the organization of a data set, like other data sets. Another [18] addressed the
usage of the ML methods for calculating the program effort. The systemic study showed
that ML approaches, size scales, comparative data sets, assessment procedures, etc., were
influential.

One article on the Fuzzy Logic Studies [23] investigated the use of ML methods to test
program effort. Additionally, he outlined a number of software work, expense assessments
of systems-functioning methods, and the main conclusions were that there should no other
methodologies be preferred by process and model.

3.4.2. Other Methods

This segment discusses and utilizes the other approaches. These papers were grouped
into different subjects and implementations; listed works are grouped into a particular
logical model group.

The author of [24] used the evaluation of financial returns on investment (ROI) network
infrastructure . A commodity that does not generate a ’sale” benefit is difficult when
implementing a ROI financial principle, as seen in the purchasing or sale of inventories
in most academic environments. The paper [17] analyzes recent program maintenance
research extensively. The study results showed that the use in maintenance forecasting
of ML algorithms has increased since 2005. The problems were categorized according
to Project Management Body of Knowledge (PMBOC) fields of expertise and they were
also analyzed [25,26]. The problems were examined by using artificial intelligence tools
and obstacles in agile PM. The contribution was related to the expected need to develop
modern PM models and IT techniques that integrate ML-based methods with the treatment
of inaccuracy, vagueness, or ambiguity with crucial performance indicators being correlated
with critical areas of expertise.

3.5. Experimental Studies

This section classifies technologies that execute standard measurement tests and
experimental parameters that are used in the ML-SPM analysis. These articles are split into
different subjects and implementations.

RQ2. Can we build better machine learning-based models in terms of accuracy
prediction by applying feature transformation and feature selection to reduce the project
failure probabilities efficiently?

3.5.1. Studies Conducted on Machine Learning Methods

Based on the ML approaches of production methodology, the chosen articles were
categorized into vast groups. The 27 publications were organised into seven subcategories
in the following group. This segment includes 15 papers that are used for SPM with
various ML algorithms. Table 1 contrasts the current ML, Definition, Domain, and other
core aspects of established experimentally.
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significantly improves
the performance
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Multilayer ~ Purpose of predicting Software Non-linear Accurate estimations of
[36] . . XBoost etc. and
Perceptron the effort project effort features software project effort e .
validating with
and SVM
other
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Built exact and useful
o . models are constrained
In certain instances, it Feature . .
. Software cost in fact even though they =~ Models in an area
[37] DT, FL provides reasonably o subsets from .
. . estimation give tech stakeholders of actual growth
reliable figures ISBSG ;
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financial benefits
The externalised Existing models are
development project focused primarily on .
is one of the key the premise that all App he.s stronger
4 classifiers to
approaches to build costs of improve the
software that has a Software Selected 25 misclassification are P
[38] SVM ) . . . . prediction accuracy
large rate of failure. project risk factors equivalent, which does
) . of outsourced
Smart risk prediction not correlate to the fact .
. . - software project
model can assist in that risk prediction risk
the timing of exists in the software
high-risk projects project region
Extended by
. considering a more
I.nvestlgates Fhe Solutions for the detailed simulation
impact of noisy roblem of nois study using much
domains on eight ML Randomly probeen) Y Y &
Software effort domains in software ~ more balanced types
[39] SVM accuracy and the .. selected .. \
o prediction effort prediction froma  of datasets required
recognition feature e
. probabilistic point of to understand the
algorithms for . .
0 view merits of STOCHS,
statistical trends .
especially
larger datasets
Used a particular To promote PM N
. . . Investigation and
information Feature software decisions by . .
. . . Global Software . comparison with
[40] K-Means engineering design Subset data mining and
i : Development ) . other methods for
strategy to identify Selection produce practical . .
data mining
faulty software results
Software Effort . . Augmented by
L Given a comparison of  applying other ML
Estimation is the . .
) . Software Effort ML algorithms to algorithms and
[41] DT most crucial task in . . Non . . S .
Estimation estimate effort in validating with

software engineering
and PM

varying sized software

other diversified
datasets
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and LDA Optimization with  prediction (SFP) all datasets classifiers after solving  the performance of
Adaptive synthetic using the imbalanced problems  classifiers and SFP
sampling was EBMFOV3 model accuracy
introduced
ML was named the Developers and The usage of a radial
general neural managers refer to tech  base feature neural
[43] Neural network regression Software Non professionals” output,  network to forecast
) network for the efficiency practitioners which is typically practitioners and
forecast in practices calculated as the developer teams’
of apps size/time ratio efficiency
Prediction operates
Evaluated the according to .
Several ML aleorithms accordin current/past project
[44] ANN,SVM algorithms to predict SPM Non t%) their correla tiong details will estimate
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evolutionary create a judgement e};lzilua tine other
Decision- algorithm and the Software effort treaties-based . &
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understanding and Incomplete 'data
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. L Four- utilizing L
Decision boost predictive Software . . . . . estimation
[46] . dimensional  decision-making bodies .
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feature as the part classification .
program effort of ensemble observational
imputation methods analysis
Investigating
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parameters are more Systemic tests on three foi?;aosfe;zi(())ifi:ze
adaptive to their Software effort data sets were indludin !
[47] k-NN parameters and how . . Non conducted with five 5
estimation . . non-parametric
often the output of ML in multiple ones: and additional
MLs in SEE may be parameter settings . .
influenced window sizes for
online learning
assessment
Cross-company (CC)
machlr'le effort This system will not Dycom’s sensitivity
calculation (WC) to parameter
o Number of only use far less WC .
. details aim to . values, simple
Regression . - Software Effort  ventures with knowledge than a o
[48] explicitly utilize CC L pupils, inputs and
Trees Estimation each comparable WC model, .
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situations CC data or
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Extraction System New System
Using the
automated validity
Systematic studies Account It has shown that RVM  evaluation of RVM,
indicate that RVM is Software effort specific is an outstanding three unique case
[49] SVM very successful in estimation fealzures of indicator of SEE and cases were
contrast to advanced SEE requires more analysis  established and the
SEE approaches and usage advice on whether
the effort needed
was suggested
Computed
The right calculation characterls— The development Predictions can .be
tics on the enhanced by taking
of effort helps o features have been . . .
. . criteria for the into consideration
determine which Effort e used to construct
[50] SVM . . classification .. new features
challenges to be Estimation statistical models that
. task . relevant to human
corrected or solved in analyze story points for
the next round dependent on open source projects development
the initial p pPro) characteristics
attributes
Calibration methods Non- Extension to this
depend on linear Software normality and ~ Considered as a base study, there are
51] ANN adjustment forms development categorical method for the other options for the
except ANN based effort features of software development kernel function in
non-linear estimation different effort estimation LS-SVM other than
adjustment datasets radial basis function
Different
features can
Clustering be usele to . . .
approaches are describe Clustering Dycom with Clustering
gel; Eralize d to be training K-Means will help processes, simple
used to construct CC  Software Effort projects for separate the CC. le;ilrners, input
[52] K-Means subsets. Three Estimation clustering 1- programs, producing project attributes,
separate rr.1e thods of Productivity, good or better clustering project
pclus tering are 2- Size effort, predictive efficiency functions,
researcl%e d 3- All project than Dycom parameter values
input and
output
attributes

3.5.2. Studies Conducted on Other Methods
This segment discusses and it does not extend the system of ML; the chosen works are

divided into such groups, including models or techniques. These papers in the groups identify
various guidelines with parameters included in the assessment according to their analysis.

First Model, Logic Mode. The emphasis of [53] was on enhancing quality attributes,
like faults, months, and tension. Parametric model proponents contend that domain-
independent models may be adapted to local data. The authors of [54] recommended
integrating reference + visualization into enhancements to the project.

Second Model, Parametric Model. The authors of [55] explored the advantages of cost
miscalculation methods when developing templates for predictive software failures that
utilize mutual repository project information. In this situation, figure out that cost-sensitive
schooling does not have points that outweigh the cost-insensitive classifiers.

Third Model, Decision-Theoretic Optimization Techniques. In [56], decision-theoretic
optimization techniques were presented that can select the best parameters for a range
of workflows. The initial experiments show that optimized workflows are significantly
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more economical than manually set parameters. They argue that Artificial Intelligence
(AI) methods, such as ML, decision-theory, and optimization, can solve these problems,
facilitating the rapid construction of effective crowd-sourced workflows.

3.6. Case Study

This third section analyzes a project, campaign, or company that identifies a situ-
ation, recommended solutions, implementation actions, and identify those factors that
contributed to failure or success on SPM development techniques using the ML technique.

Articles in this section focus on ML methods, and selected works were classified into
broad categories, depending on the ML methods in SPM development techniques. The
seven articles in this category were divided into three subcategories.

This segment includes five ML papers utilizing many SPM algorithms. Based on the
ML approaches of software development methodology, the work is divided into broad
groups. The articles [57,58] focused on improving the predictability of estimation and
allocation of effort required for accommodating various client, project management, and
development issues. By way of remedy, the need to address these issues of reporting
protocols and expertise and ensure blind analysis is routine will be argued. Others [59,60]
proposed a methodology for evaluating stakeholders’ perspectives, isolating sector top-
ics, and building profiles that reflect the preferences of stakeholders across all subjects.
Additionally, software’s computing and predictive regression techniques were contrasted.

The articles in this category studies on Bayesian Networks Algorithm. In [61], a
solution for value estimation is provided employing a combination of qualitative and
ML solutions where a probabilistic model encompassing the knowledge from different
stakeholders will be used to predict the overall value of a given decision relating to
product management and development. The authors of [62] implemented a model that
automatically identifies the relationship between risk factors and mitigation through an
intelligent decision support system (DSS). The suggested methodology covers the widely
cited current risk management limits, such as a lack of uniform DSS and the link between
software risks and mitigation.

The articles in this category were conducted on the Fuzzy algorithm. The arti-
cles [63,64] introduced a fuzzy mathematics method into parametric modelling of risk
influence diagram to solve severe problem that the probabilities of important events are
not easy to obtain. The work describes the relationship of different influence factors in
the risk management process of IT projects by establishing the topology structure of risk
factors. The findings are contrasted with various assessment parameters.

Studies Conducted on Other Methods

This section reviews the other methods used. These articles were divided into various
topics and applications. They are three articles in this category.

The first model, conducted on product lifecycle management (PLM). The authors
of [65] presented PLM. The method builds a layer of functionality to allow for the next iter-
ation of PLM around an established PLM network. This new PLM will then be integrated
into a digital plant automation ecosystem using the case study of Ford Powertrain.

The second model, conducted on a recommendation algorithm. A new software algo-
rithm is suggested by [66]. First, add a bug-based feature and a specific screening mechanism
to validate the applicant fixer, build a network of multi-developer commits by taking a range
of comments and promises, position them in the ranking, and then determine the most
suitable bug fixer. The outcome indicates that the solution successfully executes the error
triage function.

Third Model, Logic Model. Two articles [67,68] used an actual case study in a dis-
tributed domain and applied agile testing to a selected team, comparing their outcome with
another three groups to determine the impact of involving a client in a testing process to
overcome distributed development challenges. However, the group applying agile testing
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verified more than 99% of all requests entered into the testing process, a notable difference
supporting the productivity of any development project.

3.7. Develop and Design

Fifty-nine papers; is the study of a scheme, structure type, or architectural model to
satisfy the requirements of the stage, where the research results on PMS are produced to be
addressed and the methodology used by ML.

3.7.1. Studies Conducted on Machine Learning Methods

Selected works were classified into broad categories depending on the ML methods in
SPM. The forty-three articles in this category were divided into nine subcategories.

This portion includes fifteen ML process papers that used various SPM algorithms.
Based on the methodology of ML in software production, selected works are grouped into
large categories.

Applications from the field of SPM were evaluated by the first category of papers [69-73]:
behaviours are classified as working and pertinence. It indicated a multi-target learning
problem in designing the model for estimating the system effort. This helps to understand
the compromise between various performance metrics by creating SEE models that were
simultaneously automated by several objective evolutionary algorithms. Naive Bayes,
Logistic Regression, and Random Forests are the strategies that are used in this analysis.

Two articles [74,75] introduced an automated ML-based method of estimating software
effort based on task text. An ANN is used to simplify effort estimating functions. Evaluating
software SPM from a software company obtains results that exceed the literature involved,
and a system that promises to be much easier to integrate into any software SPM tool that
stores textual task descriptions relies primarily on textual descriptions of tasks that, unlike
various other methods, are nearly always available.

In [76], the authors showed the result of a reflection on applied data mining work social
metrics, effort estimation, test case generation, and others. The results of that unofficial
analysis were then formalized and systematized into the seven principles and a dozen
other tips. The aim is to describe approaches to successful industrial data mining outcomes,
but hasten to add that some of these principles may be true for academic data mining.

Research on [77-79] has more correctly established a new hybrid model. The model
is ideal, even for a wider variety of activities, since it is usable in one database. Two ML
algorithms, ANN and SVM, check the performance of our model. The experiments show a
more robust version of our SVM danger forecasting model.

Others [80-82] have often included flippant explanations for discussing situation
ambiguity and linguistic considerations to improve the technical reaction to project risk
management methods. The current policy is applied to help electricity mitigation and
investment. The project’s dedication is calculated, and the performance of the planned
method is analyzed based on parameters, such as the correct number, mean absolute
mistake, source, and relative absolute mistake.

The authors of [83-85] presented a test framework of the source code metrics and
chose the best metric set for the model’s performance. The cost estimation method is used
to test the predictive failure models. The goal was also to resolve these limitations by
closing the distance between the revised test outcomes and the potential implementation
in the activity of efficient ML algae in the initial project growth initiative life cycle.

Others [86—88] proposed that software models selection system be used by project
manages to pick the software process model that is ideally fit for a current project at an
early stage of development by utilizing historical software engineering proof. Reflect on the
dimension of automated methods and articulate the problem as a sequence classification
challenge that has been solved by implementing ML algorithms. The authors of [89] provide
an architecture that develops automated failure analysis models using ML classification
algorithms to test outcomes from the different techniques for Firefox and Netbeans. They



Appl. Sci. 2021, 11,5183

15 of 39

how that automated prediction models are more efficient in approximating these two
parameters more realistically than a variety of baselines for specific loss modes and projects.

This section describes articles that used Artificial Neural Networks (ANNs). Two arti-
cles [90,91] on the establishment of ML risk stimulator systems offer the most appropriate
risk incentives on requirements, scenarios, and taxonomy tags for the creation of a software
project. The study should be viewed independently of any of these taxonomies, since the
taxonomies are independent of the danger causes. The authors of [92,93], regarding the
application of a software development team’s ANN-driven and optimized programs to
recognize capacity gaps and prepare the planning and scheduling of SPM skills, facilitate
the predicting and anticipation of talent demands based on applied intelligence technolo-
gies, articulating staff development resources and techniques. One of the key aims of [94]
is to help forecast SCE by utilizing the current ANN learning process. The effects are root
average and median proportional magnitude of the error.

Another classification studies Support Vector Machine (SVM). Two papers clarify the
work of project gating systems and their usage to clean the building line, the primary cate-
gory for the CI systems [95,96]. Three heuristics for handling submissions are suggested
and checked for the Gating system. I t is displayed that this results from utilizing a high
success rate screening and continuous monitoring at a low level. This outcome is strong.
The third and final heuristic appraisal tests ML leverage for selection optimization. Oth-
ers [97-100] have developed the Less Square project risk evaluation model (LS-SVM). The
simulation shows that the anticipated SVM outcome is successful. The LS-SVM approach
was used to analyze the risk assessment model of the project. The expert risk assessment
data are used to train the established LS-SVM regression model for the mapping relation-
ship between danger and characteristics. The findings also show the strong precision and
generalization of the LS-SVM model. The last paper [101] suggested that steps should be
analyzed and graded by SVM learning methods at runtime. It has defined the mechanism
that is indicated by choosing metrics from the existing schedule or reorienting the software
of measurements, strengthening calculation programs with the metrics of versatility.

Articles in this section describe Random Forest. Two papers [102,103] have developed
an extremely reliable prediction model. In the ongoing software creation phase and research
initiative, the approach mentioned in a practice journal shall involve defect prediction.
Compare and reexamine the teaching outcomes with the most accurate fault predictor in
the sector in multiple classifications, including the NB, DT, or RE. One [104] complete team
activity appraisal results, which involves over 40 objective and observable steps that were
taken by student groups collaborating on class initiatives; also, the ML framework uses RF
algorithm to forecast teammates’ behaviours and team outcomes.

Only one article was conducted on the Bayesian network. One [105] used numerous
databases to gather metrics that were taken from the design specifications for three separate
NASA programs, built for the instruments for the Spacecraft, a real-time ground prediction
framework and flight satellite applications. Explore the use in requirement engineering of
BN, focusing specifically on identifying and evaluating the risky requirements.

Two articles are conducted on K-Nearest Neighbour (k-NN). The proposed model
shown in [106] presents project managers with various places to select the best global man-
ufacturing sites for individual tasks. The proposed job allocation model is also evaluated
and checked for other approaches. There is a second [107] hybrid algorithm that combines
optimization of COA-Cuckoo and KNN algorithms. The findings suggest that the projected
expense is more reliable.

Another two classification articles are conducted on Decision Trees. In [108], a discrete
variable was proposed, and a classification model algorithm was introduced. The findings
demonstrate that the statistically elaborate policy trees surpass the evolutionarily condi-
tioned and the standard logistical regression. A second [109] analyzes the homogeneity
of cost data in the device domains and focuses on the embedding sense. Equatinf cross-
domain data models with the domain data model creates three experimental installations.
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One paper that was conducted on Genetic algorithm [110] suggested that a NN be
used to create a list of experts organized for each criterion. A combination of semiautomatic
discharge planning approaches and semi-automatic position assignment has also been
implemented. The cumulative outcome is an iteration schedule for the details that the
creator operates on.

One paper was conducted on Deep Learning. In [111], there were two reliable deep
learning architectures: highway network and long-range memory. The prediction frame-
work involves end-to-end training from rudimentary input data to forecast effects without
manual function engineering. The analytical review reveals that the mean absoluteity,
median absoluteness, and uniform precision of three criteria baselines and six alternatives
are reliably outperformed.

3.7.2. Studies Conducted on Other Methods

This section reviews the other methods and how it is used. These articles were divided
into various topics and applications.

First Model, Software Process Models. Two papers [112,113] explored research col-
laboration research in agile programs. The samples help to identify the conflicts above,
including short-term alternatives to short-term adjustments and settle interest disputes
using Agile techniques. Two papers [114,115] clarified the compilation of suggestions, the
evaluation of the chosen features, and the implementation of an ML kit for the statistical
sense of the R. Additionally, explain how data mining techniques can be used to construct
a cost loss prediction classification model. The proposed model gathers data from a few
project parameters and 