
applied  
sciences

Article

A Phase Angle-Modulated Bat Algorithm with Application to
Antenna Topology Optimization

Jian Dong 1 , Zhiyu Wang 1 and Jinjun Mo 2,*

����������
�������

Citation: Dong, J.; Wang, Z.; Mo, J.

A Phase Angle-Modulated Bat

Algorithm with Application to

Antenna Topology Optimization.

Appl. Sci. 2021, 11, 2243. https://

doi.org/10.3390/app11052243

Academic Editor: Emanuel Guariglia

Received: 11 January 2021

Accepted: 25 February 2021

Published: 3 March 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 School of Computer Science and Engineering, Central South University, Changsha 410083, China;
dongjian@csu.edu.cn (J.D.); zhiyu_1997@csu.edu.cn (Z.W.)

2 School of Information and Communication, Guilin University of Electronic Technology, Guilin 541004, China
* Correspondence: jinjunmo@guet.edu.cn

Abstract: This paper proposes a phase angle-modulated bat algorithm (P-AMBA) for high-dimensional
binary optimization. The idea was to reduce the optimization time by introducing angle modulation
technology to reduce the optimization dimensions. Different from the original angle-modulated
bat algorithm (AMBA), the control of the trigonometric generating function cosine wave is by
introducing new parameters, thereby improving the perturbation ability of the function curve near
the x-axis. P-AMBA can explore more 0/1 solutions, and it has advantages in optimizing convergence
speed and global search capabilities. The numerical results of the 0–1 knapsack problem tests show
that P-AMBA is superior to the contrast algorithms on optimization ability and optimization time.
Finally, the experimental result of a compact dual-band planar monopole antenna design showed the
effectiveness of P-AMBA in engineering applications.

Keywords: bat algorithm; binary optimization; angle modulation; P-AMBA; high-dimensional
optimization

1. Introduction

With the rapid development of modern society, big data have become a research
hotspot and a large number of data sets need to be optimized. High-dimensional opti-
mization problems exist in many application scenarios, such as complex neural network
weight optimization [1], text mining and analysis [2], sensor networking [3], vehicle rout-
ing [4], and antenna topology optimization [5]. To solve such optimization problems,
meta-heuristic algorithms have been proposed as a reliable solution [6]. As an improve-
ment of heuristic algorithms, meta-heuristic algorithms are the combination of random
algorithms and local search algorithms. Meta-heuristic algorithms can find the optimal
solution to the problem under limited time and space conditions. A large number of
meta-heuristic algorithms have been proposed including the genetic algorithm (GA) [7],
particle swarm optimization (PSO) [8], differential evolution (DE) [9], artificial bee colony
(ABC) [10], the dragonfly algorithm (DA) [11], the fireworks algorithm (FA) [12], brain
storm optimization (BSO) [13], harmony search (HS) [14], moth search (MS) [15], and the
bat algorithm (BA) [16].

The BA, proposed by Yang in 2010, is a meta-heuristic algorithm developed according
to the principle of bat echolocation [16]. Compared with other meta-heuristic algorithms,
BA has two characteristics: (i) frequency tuning can facilitate the control of the optimization
direction of the algorithm, and (ii) dynamic conversion of global search and local search
can effectively avoid premature convergence of the algorithm. The advantages of BA are
its simplicity, fewer parameters, robustness, and ease of implementation. Due to its superi-
ority, BA has been applied in various fields, such as wireless sensor network deployment
in the 3D environment [17], data clustering [18], the low-carbon job shop scheduling prob-
lem [19], optimization of reactive power dispatch [20], and the blood vessel segmentation
problem [21]. BA was first proposed to address the optimization problem of the continuous
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real search space. In 2014, Yang proposed a binary bat algorithm (BBA) [22] for discrete op-
timization problems. BBA maps continuous variables to discrete variables by introducing
a transfer function. Similar operations are used in the binary particle swarm optimization
algorithm (BPSO) [23] and the binary dragonfly algorithm (BDA) [11]. However, as the
problem dimension increases, the BBA exploration capacity may become poor, and the
global search capability will decrease [24]. Some researchers have also made improvements
for solving the problem of insufficient optimization performance of traditional binary
optimization algorithms. Xue et al. proposed a binary fireworks algorithm (BFWA) [25]
by introducing firework explosion, mutation explosion, and the selection of locations and
showed its better convergence compared with GA, BPSO, and the binary cuckoo search
algorithm (BCS). In [26], a binary multi-scale quantum harmonic oscillator algorithm
(BMQHOA) with a genetic operator was proposed. The framework of BMQHOA consists
of three nested phases including energy level stabilization, energy level decline, and scale
adjustment, and it is superior to the BBA, BDA, and BPSO on computational accuracy,
convergence capability, and stability. In 2015, Zakaria et al. proposed an angle-modulated
bat algorithm called AMBA [27]. The introduction of the angle modulation technology can
achieve the rapid optimization and convergence by reducing the dimensions of variables.
Furthermore, to improve the optimization ability of AMBA, some researchers proposed the
amplitude angle-modulated bat algorithm (A-AMBA) [28] by adding one more parameter
to control the amplitude of the sine wave in the generating function.

Recently, meta-heuristic algorithms have found their applications in antenna designs
because of their good global optimization ability. The traditional antenna optimization by
meta-heuristic algorithms is to firstly determine the shape of the antenna based on empirical
research and then to only optimize the dimensions of the given geometric parameters. This
method not only highly depends on antenna designers’ experiences but is also not capable
of designing more unexpected antenna geometries. In this paper, the topology optimization
method was used in small antenna designs, which are necessary for wearable or portable
devices [29,30]. Antenna topology optimization first appeared in [31] for creating more
unexpected resonant structures based on GA. The antenna topology optimization method
works by discretizing the design space into several pixels, and each pixel is filled with air
or conductors. This feature enables pixels to make full use of the space in a small volume,
which is also a key reason why it can be used in antenna miniaturization design [32,33].
In designing radio frequency identification (RFID) tag antennas [34], microstrip patch
antennas [8], and Multi-input Multi-output (MIMO) antennas [35], researchers have shown
great interest in this method. However, antenna topology optimization often faces the
problem of the “dimensionality curse”, i.e., the design space exponentially expands with
the number of design variables (i.e., the number of pixels).

Inspired by AMBA, this paper proposes a new binary bat algorithm, named phase
angle-modulated bat algorithm (P-AMBA), to solve high-dimensional binary optimization
problems. By applying a six-dimensional trigonometric function, the proposed algo-
rithm can greatly reduce the dimension of optimization variables and achieve a better
convergence speed and global search capability than the basic BBA and AMBA. Herein,
numerical tests of the knapsack problem and a design example of a compact dual-band
planar monopole antenna topology optimization verify the superiority of P-AMBA in
convergence speed and optimization ability.

The rest of this paper is arranged as follows. The standard BA and BBA are elaborated
in Section 2. In Section 3, the AMBA and P-AMBA are explained in detail. Section 4 uses
12 0–1 knapsack problems to carry out numerical verification experiments and a design
example of a compact dual-band planar monopole antenna to demonstrate the effectiveness
of the proposed P-AMBA. Finally, Section 5 concludes the paper and provides suggestions
for future studies.
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2. Background
2.1. The Bat Algorithm

The BA is a heuristic search algorithm that was proposed by Yang in 2010 based on
swarm intelligence [16]. It is an effective method to search for the global optimal solution.
It simulates bats’ behavior of using ultrasound to detect and locate obstacles or prey, as
shown in Figure 1. The bionic principle of BA is to map the population of individual bats
to the n-dimensional problem space and then to simulate the optimization process. The
fitness function value of the solution is used to measure the advantages and disadvantages
of the bat’s position. The survival process of the most suitable individual is similar to the
iterative process of replacing the poorer feasible solutions with better feasible solutions in
the optimization and search process. Compared with other algorithms, BA is superior in
terms of accuracy and effectiveness, and it does not have many parameters that need to be
adjusted.
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Figure 1. Schematic diagram of the bat’s preying behavior.

In the BA, the optimization parameter is n-dimensional, and the number of bat populations
is n. Each artificial bat has a frequency vector Xk

i (i = 1, 2, 3, . . . , n, k = 1, 2, 3, . . . , N), a velocity
vector Vk

i (i = 1, 2, 3, . . . , n, k = 1, 2, 3, . . . , N), and a position vector Fi(i = 1, 2, 3, . . . , n),
which are updated at iteration t as Equations (1)–(3):

Vi
k(t + 1) = Vi

k(t) + (Xi
k(t)− Xgbest)Fi (1)

Xi
k(t + 1) = Xi

k(t) + Vi
k(t + 1) (2)

where Xk
i (t) and Vk

i (t) indicate the k-th dimension position and velocity of the i-th bat at
iteration t, respectively. Xgbest is the best solution thus far, and Fi indicates the frequency of
the i-th bat that is updated in each course of iterations as follows:

Fi = Fmin + (Fmax − Fmin)β (3)

where β is the random number uniformly distributed in [0,1]. According to Equations (1)
and (2), different frequencies can improve the diversification of artificial bats and reach the
optimal solution.

To improve the local search capability, each bat has a local search strategy. When
rand > r, the new position Xk

i (t)new changes with a random walk:

Xk
i (t)new = Xk

i (t)old + εAi(t) (4)

where ε ∈ [−1, 1], rand ∈ [0, 1], r is pulse emission rate, and Ai(t) is the loudness value of
all particles at iteration t.

As a result of the introduction of pulse emission rate (r) and loudness (A), the bat
algorithm can be seen as a balance between particle swarm search and intensive local
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search. With the update of the two parameters, the optimization enters the exploration
stage from the exploitation state. For each iteration of the algorithm, the pulse emission
rate (r) and loudness (A) are updated as follows:

Ai(t + 1) = αAi(t) (5)

ri(t + 1) = ri(0)[1− exp(−γt)] (6)

where α and γ are constants, with α being similar to the cooling factor in the simulated an-
nealing (SA) [36]. The loudness and pulse emission rate are updated in each iteration until
the artificial bat finds the optimal solution or reaches the maximum number of iterations.

For any α > 0;γ < 1:

Ai(t)→ 0 , ri(t)→ ri(0) , as t→ ∞ (7)

The pseudo-code of the bat algorithm is shown in Algorithm 1:
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2.2. Binary Bat Algorithm

The emergence of the bat algorithm was as a means to solve the continuous numerical
optimization problem and to find the necessary 0/1 string in the feature selection problem.
Additionally, the BBA introduces the transfer function to change the position update
equation [22]. The velocity and frequency of the BBA are defined in continuous space.
Compared with BA, BBA was additionally modified as follows:

• A transformation function was added to map a continuous position vector to a discrete
bit vector.

• The random walk Equation (4) that improves the local search ability was deleted, as it
is not suitable for the binary optimization algorithm.

In the BBA, using Equation (8) as the transfer function, the probability of the individual
velocity of the BBA population is mapped to its position vector element flip. The greater
the absolute value of the independent variable speed, the greater the dependent variable
result, and the greater the probability of element flipping. The location update rules are
as follows:

f (vk
i (t)) = |

2
π

arctan(
2
π

vk
i (t))| (8)
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Xk
i (t + 1) =

{
(Xk

i (t))
−1

, rand ≤ f (vk
i (t + 1))

Xk
i (t), rand > f (vk

i (t + 1))
(9)

where Xk
i (t) and Vk

i (t) indicate the k-th dimension position and velocity of the i-th bat at

iteration t, and (Xk
i (t))

−1
indicates the complement of Xk

i (t).

3. Phase Angle Modulated Bat Algorithm (P-AMBA)
3.1. AMBA

Even though traditional BBA can be optimized in the binary search space, the op-
timization time is longer, and the optimization ability is limited [24]. Thus, the idea of
angle modulation was introduced. The AMBA is an improvement of the BBA [22], and
its core idea is to introduce a trigonometric function as a bit vector generator to map the
real-valued solutions into binary ones. This method was first used as the angle-modulated
(AM) technique for communication signal processing [37–39].

This angle modulation idea uses a compound sin/cos generating function:

g(x) = sin(2π(x− a)× b× cos(2π(x− a)× c)) + d (10)

where x is a sequence of equal intervals, the number of which needs to be determined
by the number of optimized dimensions, the coefficient a represents the horizontal shift
of the function; b represents the maximum frequency of the sine wave; c represents the
frequency of the cosine wave (which changes the rate at which the frequency of the sine
wave changes); and d represents the vertical shift of the function. The default value of the
four parameters in the generating function is a = 0, b = 1, c = 0.5, and d = 0, and a function
diagram is shown in Figure 2.
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After introducing the angle modulation strategy, a high-dimensional binary search
space can be obtained by optimizing the four-dimensional continuous search space. The
updated range of the four variables a, b, c, and d is as follows:

X = (a, b, c, d) ∈ [−1, 1]. (11)

The change from a high-dimensional search space to four-dimensional search space
greatly reduces the optimization time under the premise of ensuring optimization accuracy.

3.2. P-AMBA

In AMBA, after each iteration of the four-dimensional parameters, the richness of the
discrete search space mapped by the trigonometric generating function is not enough to
meet the optimization requirements. To maximize the impact of the parameter changes
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on the generating function, the P-AMBA proposed in this paper adds a phase adjustment
to the cosine wave and an amplitude adjustment to the sine wave. P-AMBA can increase
the global search ability of the optimization process to a certain extent. The generating
function is described as follows:

g(x) = e× sin(2π(x− a)× b× cos(2π(x− a)× c) + g) + d. (12)

When x takes the number of equal intervals from 1 to n dimensions, the function g(x)
will generate the corresponding value. By converting g(x)(x = 0, 1, 2, · · ·, n) into a 0/1 bit
string through the conversion of Equation (12), we can achieve a mapping relationship.
The rule of the conversion function is to take 0 when g(x) ≤ 0 and to take 1 when g(x) > 0.

g(x) =
{

0 g(x) ≤ 0
1 g(x) > 0

(x = 0, 1, 2, · · · , n) (13)

The original generating function lacks the control of the amplitude of the sine wave,
so that the update of the vertical displacement d has less influence on the function curve. To
make up for the lack of amplitude, the parameter e that controls the amplitude of the sine
wave is added. Similarly, the cosine wave lacks phase adjustment. Adding a parameter g
after the cosine wave can increase the fluctuation ability of the function near the zero points.
The improved function adds two parameters, so the individual bat in the bat algorithm is
six-dimensional:

X = (a, b, c, d, e, g) ∈ [−1, 1]. (14)

A comparison of the figures for the generating function between P-AMBA and AMBA
is represented in Figure 3. It can be seen from the figure that when a parameter e is added,
the parameter d that controls the phase of the entire function has a greater impact on the up
and down positions of the function. This can better control the position of the function and
obtain the desired 0/1 solution set. At the same time, by adding the parameter g to control
the phase of the cosine wave, the function is more complicated. Each iterative update of
the value of the six-dimensional parameter will result in a greater change in the overall
mapping relationship of the function, and it will further enrich the exploration of possible
solutions. P-AMBA has more parameters than BBA and AMBA, which may increase the
complexity of the algorithm in the optimization process. However, the operation of adding
new parameters can significantly improve the optimization ability in the high-dimensional
binary search space.
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After introducing the idea of angle modulation, the optimization process is essentially
a continuous optimization process applied under binary demand. The key step is to
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substitute six parameters into the trigonometric generating function to generate an n-
dimensional bit string and then to calculate the fitness function. The pseudo-code of
the P-AMBA is shown in Algorithm 2. To better demonstrate the mapping process, the
principle through which P-AMBA obtains discrete n-dimensional search space results by
optimizing the continuous six-dimensional search space is shown in Figure 4.

Algorithm 2 Pseudo-code of P-AMBA

Initialize a, b, c, d, e, g, and V i = 0 in the continuous bat algorithm
Define pulse frequency FiInitialize pulse rates ri and the loudness Ai
While (t < Max iteration)
Generate new solutions by adjusting frequency, updating velocities and positions
[Equations (1) to (3)]
Calculate the output value g(x) using Equation (12) to generate n-dimensional bit stringsUpdate
the position vectors using Equation (13)
if (rand > ri)
Select a solution among the best solutions randomly
Change some of the dimensions of the position vector with some of the dimensions of Xgbest
end if
Generate a new solution by flying randomly
if (rand < Ai & f (xi) < f (Xgbest))
Accept the new solutions
Increase ri and reduce Ai
end if
Rank the bats and find the current Xgbest;
end while
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4. Experimental Results and Discussions

The processor used for the simulation experiment environment was an Intel(R) Core
(TM) i5-8265U 1.80 GHz (with 8.0 GB RAM and a 64-bit Windows10 operating system),
and the simulation software was Matlab 2016a and HFSS 15.

4.1. Zero-One Knapsack Problems

The 0–1 knapsack problem is a common and typical combinatorial optimization non-
deterministic Polynomial complete (NP-C) problem, which is often used for numerical
testing of binary optimization algorithms. The knapsack problem was first proposed by
Dantzig in 1957 [40,41]. Classical 0–1 knapsack problems can be described as follows:

max f (p) =
N
∑

i=1
pixi

s.t. =

 f (w) =
N
∑

i=1
wixi ≤ C

xi = 0, 1 (i = 1, 2, · · · , N)

(15)

where pi and wi represent the profit and weight of the individual items i, N is the number
of individuals, and x represents the decision variable of the i-th item. If the item i is packed,
x takes 1; otherwise, x takes 0. The backpack problem can be described as follows: On
the premise of ensuring that the total weight f (w) of the objects in the backpack does
not exceed the maximum capacity C that the backpack can bear, we find the distribution
strategy with the highest total value f (p) of the items. The profit and weight of the items
are positive.

In this paper, 12 different dimensional test examples of the knapsack problem were
selected to compare P-AMBA with other optimization algorithms. The data of the classic
knapsack problem test cases k1–k5 are shown in Table 1, where ‘D’ represents the dimension
of the backpack, that is, how many items are there. ‘Parameter (w, p, C)’ represents the
weight and value of the item and the maximum load capacity of the backpack, respectively,
while ‘Opt’ is the optimal value for this instance. Meanwhile, cases k6–k12 are high-scale
knapsack problems. The item data are generated by a random generator to compare the
application of several optimization algorithms in a high-dimensional environment. The
weight wi(i = 1, 2, · · · , N) ∈ [5, 20], and the profit pi(i = 1, 2, · · · , N) ∈ [50, 100] [42]. The
relevant data of these randomly generated backpack items are shown in Table 2. The ‘Total
values’ denotes the total values of all items. In the k6–k12 cases, the formula 3

4 ∑N
i=1 wi was

used to calculate the total capacity of items in the backpack.
For the example test of the knapsack problem, the classic BPSO [23], the traditional

BBA [22], the AMBA [27], and the A-AMBA [28] (the latter two also used the idea of angle
modulation) were selected for comparison with the proposed P-AMBA. The relevant pa-
rameter settings of the optimization algorithms in the verification tests are shown in Table 3.
The parameter range is set according to [28], which is suitable for the knapsack problem.
In order to objectively compare the optimization capabilities of different optimization
algorithms, the parameter settings of this paper are all initial settings. The population size
was set to 30, and the number of iterations was set to 500. To avoid accidental deviations,
the algorithm was run 30 times independently for each function. Table 4 shows the test
results of the five optimization algorithms after the optimization, including the maximum,
minimum, average, standard deviation, and optimization time. In the table, ‘No.’ and ‘Alg.’
represent the test examples and the optimization algorithm types of the knapsack problem,
respectively. ‘Best’ represents the maximum value of the 30 population optimal values,
which is the optimal value that the optimization algorithm can find in the optimization
process. ‘Worst’ represents the worst value of the optimal value of the 30 populations.
‘Mean’ is the average optimal value of the 30 optimization results. ‘Std’ is the standard
deviation, reflecting the degree of dispersion of the 30 optimization results. ‘Time’ is the
average time consumed for each optimization, reflecting the optimization speed of the
optimization algorithm. Moreover, the average value of the iterative data of the examples
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k7–k12 in 30 optimization tests was selected, and the iterative convergence of the five
algorithms was compared, as shown in Figure 5.

Table 1. Five typical test cases of 0–1 knapsack problems.

No. D Parameter (w, p, C) Opt

k1 10 w = (95, 4, 60, 32, 23, 72, 80, 62, 65, 46);
p = (55, 10, 47, 5, 4, 50, 8, 61, 85, 87);
C = 269

295

k2 20 w = (92, 4, 43, 83, 84, 68, 92, 82, 6, 44, 32, 18, 56, 83, 25, 96, 70, 48,
14, 58);
p = (44, 46, 90, 72, 91, 40, 75, 35, 8, 54, 78, 40, 77, 15, 61, 17, 75,
29, 75, 63);
C = 878

1024

k3 50 w = (80, 82, 85, 70, 72, 70, 66, 50, 55, 25, 50, 55, 40, 48, 59, 32, 22,
60, 30, 32, 40, 38, 35, 32, 25, 28, 30, 22, 50, 30, 45, 30, 60, 50, 20,
65, 20, 25, 30, 10, 20, 25, 15, 10, 10, 10, 4, 4, 2, 1);
p = (220, 208, 198, 192, 180, 180, 165, 162, 160, 158, 155, 130, 125,
122, 120, 118, 115, 110, 105, 101, 100, 100, 98, 96, 95, 90, 88, 82,
80, 77, 75, 73, 72, 70, 69, 66, 65, 63, 60, 58, 56, 50, 30, 20, 15, 10, 8,
5, 3, 1);
C = 1000

3103

k4 80 w = (40, 27, 5, 21, 51, 16, 42, 18, 52, 28, 57, 34, 44, 43, 52, 55, 53,
42, 47, 56, 57, 44, 16, 2, 12, 9, 40, 23, 56, 3, 39,16, 54, 36, 52, 5, 53,
48, 23, 47, 41, 49, 22, 42, 10, 16, 53, 58, 40, 1, 43, 56, 40, 32, 44, 35,
37, 45, 52, 56, 40, 2, 23,49, 50, 26, 11, 35, 32, 34, 58, 6, 52, 26, 31,
23, 4, 52, 53, 19);
p = (199, 194, 193, 191, 189, 178, 174, 169, 164, 164, 161, 158, 157,
154, 152, 152, 149, 142, 131, 125, 124, 124, 124, 122, 119, 116, 114,
113, 111, 110, 109, 100, 97, 94, 91, 82, 82, 81, 80, 80, 80, 79, 77, 76,
74, 72, 71, 70, 69,68, 65, 65, 61, 56, 55, 54, 53, 47, 47, 46, 41, 36, 34,
32, 32,30, 29, 29, 26, 25, 23, 22, 20, 11, 10, 9, 5, 4, 3, 1);
C = 1173

5183

k5 100

w = (54, 95, 36, 18, 4, 71, 83, 16, 27, 84, 88, 45, 94, 64, 14, 80, 4, 23,
75, 36, 90, 20, 77, 32, 58, 6, 14, 86, 84, 59, 71, 21, 30, 22, 96, 49, 81,
48, 37, 28, 6, 84, 19, 55, 88, 38, 51, 52, 79, 55, 70, 53, 64, 99, 61, 86,
1, 64, 32, 60, 42, 45, 34, 22, 49, 37, 33, 1, 78, 43, 85, 24, 96, 32, 99,
57, 23, 8, 10, 74, 59, 89, 95, 40, 46, 65, 6, 89, 84, 83, 6, 19, 45, 59,
26, 13, 8, 26, 5, 9);
p = (297, 295, 293, 292, 291, 289, 284, 284, 283, 283, 281, 280, 279,
277, 276, 275, 273,264, 260, 257, 250, 236, 236, 235, 235, 233, 232,
232, 228, 218, 217, 214, 211, 208, 205, 204, 203, 201, 196, 194, 193,
193, 192, 191, 190, 187, 187, 184, 184, 184, 181, 179, 176, 173, 172,
171, 160, 128, 123, 114, 113, 107, 105, 101, 100, 100, 99, 98, 97, 94,
94, 93, 91, 80, 74, 73, 72, 63, 63, 62, 61, 60, 56, 53, 52, 50, 48, 46,
40, 40, 35, 28, 22, 22, 18, 15, 12, 11, 6, 5);
C = 3818

15,170

Table 2. Randomly generating seven 0–1 knapsack problems.

No. D C Total Values

k6 200 1948.5 15,132
k7 300 2793.5 22,498
k8 500 4863.5 37,519
k9 800 7440.5 59,791
k10 1000 9543.5 75,603
k11 1200 11,267 90,291
k12 1500 14,335 111,466
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Table 3. Initial parameters for phase angle-modulated bat algorithm (P-AMBA), amplitude angle-
modulated bat algorithm (A-AMBA), angle-modulated bat algorithm (AMBA), binary bat algorithm
(BBA), and binary partical swarm algorithm (BPSO) in the knapsack problem.

Algorithm Parameters Value

BPSO

Population size 30
C1, C2 2

W Decrease linearly from 0.4 to 1.2
Max iteration 500
Max velocity 2

Stopping criterion Max iteration

BBA

Population size 30
Fmin 0
Fmax 2

A 0.25
r 0.5
ε [−1, 1]
α 0.9
γ 0.9

Max iteration 500
Stopping criterion Max iteration

AMBA

Population size 30
Artificial bat (a,b,c,d) [−1, 1]

Fmin 0
Fmax 2

A 0.25
r 0.5
ε [−1, 1]
α 0.9
γ 0.9

Max iteration 500
Stopping criterion Max iteration

A-AMBA

Population size 30
Artificial bat (a,b,c,d,e) [−1, 1]

Fmin 0
Fmax 2

A 0.25
r 0.5
ε [−1, 1]
α 0.9
γ 0.9

Max iteration 500
Stopping criterion Max iteration

P-AMBA

Population size 30
Artificial bat (a,b,c,d,e,g) [−1, 1]

Fmin 0
Fmax 2

A 0.25
r 0.5
ε [−1, 1]
α 0.9
γ 0.9

Max iteration 500
Stopping criterion Max iteration
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Table 4. Comparison among five algorithms for solving 0–1 knapsack problems with different scales.

No. Alg. Best Worst Mean std Time D/Opt

k1

BPSO 295.00 295.00 295.00 0.00 0.0105

D = 10
Opt = 295

BBA 295.00 295.00 295.00 0.00 0.0520
AMBA 295.00 295.00 295.00 0.00 0.0534

A-AMBA 295.00 295.00 295.00 0.00 0.0553
P-AMBA 295.00 295.00 295.00 0.00 0.0579

k2

BPSO 1024.00 860.00 949.15 42.48 0.0149

D = 20
Opt = 1024

BBA 1024.00 1013.00 1021.45 3.72 0.0756
AMBA 1024.00 1010.00 1021.70 3.96 0.0654

A-AMBA 1024.00 995.00 1019.30 7.66 0.0672
P-AMBA 1024.00 1004.00 1022.05 5.60 0.0706

k3

BPSO 2854.00 2494.00 2699.60 92.71 0.0335

D = 50
Opt = 3103

BBA 2976.00 2303.00 2827.60 158.28 0.1510
AMBA 2956.00 2840.00 2884.13 29.81 0.1062

A-AMBA 2961.00 2813.00 2882.07 30.75 0.1086
P-AMBA 2989.00 2818.00 2885.40 36.24 0.1115

k4

BPSO 3739.00 2786.00 3337.37 252.55 0.0526

D = 80
Opt = 5183

BBA 4597.00 1349.72 3687.52 669.77 0.2205
AMBA 4780.00 3618.00 4295.47 406.05 0.1436

A-AMBA 4780.00 3734.00 4306.57 405.36 0.1483
P-AMBA 4780.00 3768.00 4408.03 425.51 0.1516

k5

BPSO 13,683.00 11,873.00 13,042.40 473.75 0.0589

D = 100
BBA 14,867.00 12,406.00 13,113.93 551.59 0.2662

AMBA 14,869.00 13,564.00 14,501.40 509.06 0.1620
A-AMBA 14,869.00 13,595.00 14,439.67 531.16 0.1676
P-AMBA 14,904.00 13,673.00 14,555.10 452.43 0.1705

k6

BPSO 12,675.61 11,242.36 11,871.12 387.33 0.1138

D = 200
BBA 12,797.70 11,406.46 11,974.79 332.13 0.5090

AMBA 12,873.84 11,215.95 12,085.26 379.63 0.2936
A-AMBA 12,806.88 11,409.21 12,100.93 374.24 0.2988
P-AMBA 12,877.02 11,547.41 12,126.24 312.29 0.3092

k7

BPSO 18,244.04 15,668.21 17,089.19 509.09 0.2976

D = 300
BBA 17,887.51 16,364.22 17,082.09 415.63 0.7407

AMBA 17,814.18 16,651.69 17,284.45 304.44 0.4052
A-AMBA 18,005.78 16,585.54 17,280.36 332.41 0.4202
P-AMBA 18,252.20 16,672.67 17,331.96 368.11 0.4317

k8

BPSO 30,724.89 28,159.65 29,457.28 570.25 0.4615

D = 500
BBA 30,503.68 28,795.94 29,564.48 437.66 1.2226

AMBA 30,873.78 28,933.24 29,822.73 514.35 0.6480
A-AMBA 30,787.96 28,877.36 29,776.48 459.65 0.6684
P-AMBA 31,238.10 28,992.05 29,981.75 687.97 0.6849

k9

BPSO 46,563.54 42,342.29 44,851.12 922.30 0.4957

D = 800
BBA 46,289.64 42,371.40 44,867.11 778.18 1.9901

AMBA 46,589.03 44,034.71 45,488.08 658.94 1.0144
A-AMBA 47,204.08 44,355.01 45,419.85 592.17 1.0372
P-AMBA 47,597.69 43,959.02 45,607.85 736.12 1.0652

k10

BPSO 59,561.44 55,885.05 57,496.69 893.97 0.6484

D = 1000
BBA 59,617.02 56,103.77 57,677.75 855.63 2.4772

AMBA 59,423.89 56,924.37 58,365.76 719.56 1.2627
A-AMBA 59,682.09 56,896.22 58,236.85 733.81 1.2869
P-AMBA 59,867.14 57,408.02 58,409.60 660.54 1.3196
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Table 4. Cont.

No. Alg. Best Worst Mean std Time D/Opt

k11

BPSO 69,899.29 65,823.05 67,998.33 960.01 0.7627

D = 1200
BBA 70,880.25 65,925.82 68,010.64 931.82 2.9429

AMBA 70,142.52 66,377.51 68,827.49 815.61 1.5098
A-AMBA 70,001.73 67,426.10 68,670.86 685.35 1.5353
P-AMBA 71,349.91 67,815.82 68,984.79 870.12 1.5722

k12

BPSO 88,635.44 84,595.14 86,473.41 1108.52 0.9212

D = 1500
BBA 89,195.16 84,320.84 86,486.67 1350.48 3.6654

AMBA 89,304.33 84,346.38 87,014.87 1138.13 1.8777
A-AMBA 88,575.85 85,092.06 86,678.28 979.82 1.9048
P-AMBA 89,408.59 84,120.74 87,074.01 1115.51 1.9664

1 Bold data is the optimal result.

The optimal, worst, and mean values in Table 4 show that the higher the dimensional-
ity of the optimization problem, the more prominent the optimization ability of P-AMBA.
By comparing the optimization time of the five algorithms, although the BPSO algorithm
took less time, it did not perform as well as the other algorithms on high-dimensional
problems. With the introduction of angle modulation technology, the time consumption
of the bat algorithms was greatly reduced. In a high-dimensional environment, the time
consumption of the P-AMBA algorithm was only half that of the traditional binary bat
algorithm.

The comparison of the convergence curves in Figure 5 obviously shows that P-AMBA
has a strong ability to optimize high-dimensional problems. After 500 iterations, a better
solution set of optimal values was found by P-AMBA in comparison to the other opti-
mization algorithms. Different from AMBA and A-AMBA, in P-AMBA, in addition to the
effect of the amplitude amplifying the vertical displacement coefficient, new parameters
were also introduced to adjust the phase of the cosine wave, thereby further affecting the
disturbance of the function and adding more 0/1 combination possibilities.

4.2. Compact Dual-Band Planar Monopole Antenna Design

Antennas are widely used in mobile communications, radar, and satellite communi-
cations as they play an important role in the transmitting and receiving of signals. Since
antenna performance determine the quality of a wireless communication system and dif-
ferent antenna configurations have different antenna performances, the optimization of the
antenna configurations has attracted a lot of attention. Traditional antenna optimization
starts from a given initial geometric structure and only adjusts the size of the relevant
geometric parameters. However, this kind of optimization method is not conducive to
exploring the possibility of novel antenna structures. The topology optimization used in
this paper, also called pixel optimization, is a technique that can automatically generate
an antenna topology suitable for the design requirements in a given design area. It di-
vides the design space into several pixels represented by a matrix with “1” (conductor)
and “0” (air). Through some stochastic optimization techniques, we can find the opti-
mal pixel distribution mode (i.e., the optimal antenna topology) that satisfies the design
requirements.
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4.2.1. Antenna Topology Optimization Problem Formulation

In antenna topology optimization, the design area is divided into pixel blocks of the
same size, and air and conductor are filled in each pixel block according to the binary
mapping relationship. Therefore, the problem of antenna topology designs can be expressed
as a binary optimization problem:

f ind x∗ = arg min
x

f (x)

s.t.x ∈ {0, 1}n (16)

where x = [x1,x2, . . . ,xn] is an n-dimensional binary design variable, representing a binary
code mapped from the specific antenna geometric structure; x* is the obtained optimal
antenna design result; f (x) is the objective function of the antenna design, such as reflection
coefficients, gain, or efficiency. Figure 6 shows the mapping process of the antenna structure.
If the pixel is filled with the conductor, it is mapped as 1; otherwise, it is mapped as 0.
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4.2.2. Antenna Topology Optimization Design

Multi-band antennas meet the needs of different communication standards with only
one device. The advantage of a multi-band device is that it has adaptability and scalability,
and the number of frequency bands can differ. Therefore, multi-band antennas are very
popular in the field of antenna optimization designs.

To verify the effectiveness of the P-AMBA, herein, we present a design example
of a dual-band planar monopole antenna and compare it with the BPSO [23], BBA [22],
AMBA [27], and A-AMBA [28] optimization algorithms. The initial antenna geometry
is given in Figure 7, where the left and right pictures are the top views and side views,
respectively. It consists of a 14.6 × 12.8 mm rectangular patch and a 16.8 × 4 mm rect-
angular ground plane. The antenna is fed by a 50Ω microstrip line and printed on a
16.8 × 24.6 mm FR4 substrate with a 1.6 mm thickness, a 4.4 permittivity, and a 0.02 loss
tangent. The antenna was designed to achieve the reflection coefficients lower than −10 dB
(i.e., S11 < −10 dB) in the two frequency bands of 2.3−2.5 GHz and 5.1−5.9 GHz, covering
the entire 2.4/5.2/5.8 GHz WLAN bands. The fitness function can be expressed as:

Min F = 1
m

m
∑

i=1
(Q( fi))

s.t. Q( fi) =

{
−10, S11( fi) ≤ −10
S11( fi), S11( fi) > −10

(17)
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where fi denotes the i th sampling frequencies within the given operating bands; S11(fi)
is the reflection coefficient of sample fi; m is the total number of samples; and F is the
fitness value.
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Figure 7. The top view (a) and the side view (b) of the initial antenna geometry (unit: mm).

The initial antenna setting discretized the rectangular patch into 8 × 7 pixels, that is,
56 pixels. The size of each pixel was 2× 2 mm. To ensure that the two sub patches that were
only in contact at the opposite corners could pass the current, each pixel was overlapped at
the edge with an overlapping width of 0.2 mm [43]. In the algorithm parameter settings, the
population size was set as 10, and the maximum iteration number was set as 30. To ensure
that the antenna has enough metal sheets to achieve radiation performance, the curve of
the angle modulation function was controlled above the y-axis as much as possible, so
the initial range of the parameters d and g was set within [−0.5, 1]. The setting range of
the other parameters of the algorithm is the same as the test data of the above knapsack
problem. After testing, these parameter ranges can be well applied to antenna designs.

A schematic diagram of the application of phase angle-modulated technology in
antenna optimization is shown in Figure 8. By optimizing the six-dimensional vector, the
binary data of the 8 × 7 matrix corresponding to the antenna model could be mapped.
Then, the HFSS was called for electromagnetic simulation, and the obtained return loss
values were calculated as the fitness values. Finally, an iterative update of the optimization
algorithm was performed.

A comparison of the convergence performance of the five optimization algorithms is
shown in Figure 9, where the abscissa and the ordinate represent the number of iterations
and the fitness value, respectively. It can be seen that the P-AMBA proposed in this
paper achieved a good balance between exploitation and exploration, showing a strong
optimization ability in the early stage of iteration and not falling into the local optimum
prematurely. The final antenna topology and S11 results optimized by the P-AMBA are
shown in Figure 10. The obtained antenna structure met the design objective requirements
of the dual-band operation.
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The antenna topology design is different from the traditional antenna structure design.
It starts from a simple initial geometry and exhibits superior electrical performance with
a compact size. This section used a design example of a dual-band planar monopole
antenna to confirm the advantages of P-AMBA in global optimization capabilities and
the convergence rate. The results showed that the antenna structure designed by this
method is novel and can be used for antenna designs in limited surrounding environment
or unexplored areas.
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5. Conclusions

This paper proposed an improved binary bat algorithm for antenna topology designs.
The idea was to reduce the optimization time by introducing angle modulation technology
to reduce the optimization dimensions. Compared with other optimization algorithms,
it also has advantages in global search capability and convergence speed. The knapsack
problem was used to verify the optimization ability of P-AMBA in high-dimensional prob-
lems. The results showed that the higher the dimension, the more obvious the advantage
of this algorithm. Finally, through a topology design example of a compact dual-band
planar monopole antenna, the superiority of the proposed P-AMBA in the optimization of
high-dimensional discrete search space was verified.

In the antenna optimization example, since much time was spent on the antenna elec-
tromagnetic simulation process, the advantages of the algorithm in terms of optimization
time were not obvious. Subsequent research will aim at neural networks-based antenna
designs by introducing surrogate models instead of electromagnetic simulation tools to
achieve fast antenna topology optimization. Moreover, a multi-objective antenna design
will also be the task of follow-up research.
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