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Abstract: With the development of unmanned vehicles and other technologies, the technical demand
for scene semantic segmentation is more and more intense. Semantic segmentation requires not only
rich high-level semantic information, but also rich detail information to ensure the accuracy of the
segmentation task. Using a multipath structure to process underlying and semantic information can
improve efficiency while ensuring segmentation accuracy. In order to improve the segmentation
accuracy and efficiency of some small and thin objects, a detail guided multilateral segmentation
network is proposed. Firstly, in order to improve the segmentation accuracy and model efficiency, a
trilateral parallel network structure is designed, including the context fusion path (CF-path), the detail
information guidance path (DIG-path), and the semantic information supplement path (SIS-path).
Secondly, in order to effectively fuse semantic information and detail information, a feature fusion
module based on an attention mechanism is designed. Finally, experimental results on CamVid and
Cityscapes datasets show that the proposed algorithm can effectively balance segmentation accuracy
and inference speed.

Keywords: semantic segmentation; feature fusion; trilateral parallel; graph convolution

1. Introduction

Semantic segmentation is an important research direction in the field of computer
vision. The task of semantic segmentation is to classify the input image at the pixel level.
This technology is widely used in the field of medical images and unmanned driving,
which has important research significance for human production and life.

In recent years, deep learning has made great progress in the field of computer vision,
but previous models often sacrifice the computing power of hardware devices to improve
the accuracy of models, which is not conducive to the deployment of models on edge
devices and will lead to excessive delays in the processing of tasks. To solve this problem,
researchers have mainly proposed two solutions. One is to compress the depth model
using methods such as model pruning and quantification [1–3]. Another solution is to
design a lightweight semantic segmentation model [4–8], so that the model can achieve
the goal of efficient semantic segmentation. SegNet [4] adopts a lightweight network and
skip connection to realize rapid segmentation of objects. ICNet [5] uses image cascading to
accelerate semantic segmentation. BiSeNet [6] designs a bilateral segmentation network, a
spatial path and a context path to retain high-resolution features and sufficient receptive
fields. BiSeNetv2 [7] designs a more efficient bilateral segmentation network using fewer
channels and a fast down-sampling strategy. STDC [8] proposes a detail aggregation
module, which improves the speed of semantic segmentation by integrating the learning
of spatial information into the low level in a single stream way. Although their work
has achieved fast segmentation speed, the accuracy of their network is far behind that of
large networks, especially for small and thin objects. With the increase of the number of
network layers, the edge and other details of the segmented object will be gradually lost,
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especially for small, segmented objects, the loss of details will be more serious. To solve
this problem, inspired by BiSeNet v2 and Gated-SCNN [9], this paper proposes a detail
guided multilateral segmentation network (DGMNet) for real-time semantic segmentation.
The network is composed of three paths to maximize the use of spatial detail information,
high-level semantic information and context information. Figure 1 shows the superiority of
the proposed algorithm. In general, the contributions of this paper are as follows:

• A context fusion strategy guided by spatial details is proposed, which effectively
reconstructs the spatial information lost in the global environment, so that the detailed
information can still be retained in the deeper features, and improves the segmentation
performance of small and thin objects.

• A semantic information supplement path is designed to further supplement the seman-
tic information of the lightweight network, increase the connection between local infor-
mation and global information and further improve the accuracy of image segmentation.

• A three-path feature fusion module based on full attention is designed, so that the
features with different information output from the three paths can be effectively fused,
and the features are refined to guide the network to extract more valuable features, to
improve the image segmentation ability.

• DGMNet achieved good segmentation results on Cityscapes [10] and CamVid [11]
datasets. Specifically, for the Cityscapes dataset with a resolution of 512 × 1024 and
the CamVid dataset with a resolution of 960 × 720 on the NVIDIA RTX 2080Ti, the
mIoU value can reach 76.9% and 74.8% at 141.5FPS and 121.4FPS, respectively.

The rest of this paper is organized as follows. In Section 2, the related work of semantic
segmentation is introduced. In Section 3, the specific structure of the proposed DGMNet is
described in detail. In Section 4, the effectiveness of the DGMNet is verified via comparative
experiments. In Section 5, the paper is summarized.

Figure 1. Comparison of the reasoning speed (FPS) and mIoU (%) of different networks on the test
dataset of Cityscapes.
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2. Related Works

The rapid development of deep neural networks has greatly promoted the research
of semantic segmentation. More and more researchers have proposed different strategies
to make the segmentation model achieve a balance between speed and accuracy. Next,
the generic semantic segmentation method and real-time semantic segmentation method
are introduced.

2.1. Generic Semantic Segmentation

Traditional semantic segmentation algorithms usually extract the color value, gray
value and geometric shape features of the image to segment the image into several non-
intersecting regions and then annotate these segmented regions to get the image segmen-
tation. This kind of segmentation effect is often not ideal. Compared with traditional
semantic segmentation algorithms, the semantic segmentation algorithm based on deep
learning can not only extract the color, texture and shape information of the image, but
also extract the high-level semantic information of the image. This kind of algorithm
often has higher segmentation accuracy. Classical semantic segmentation algorithms based
on a convolutional neural network include FCN [12], PSPNet [13], U-Net [14], DeepLab
series [15–17], etc.

FCN [12] replaces the fully connected layer in the CNN network with a fully convo-
lutional layer to construct an end-to-end, pixel-to-pixel semantic segmentation network.
FCN opens a new idea for the field of semantic segmentation, but the network does not
consider the relationship between pixels and lacks spatial consistency, which will cause
the misjudgment of categories and the segmentation results to not be fine enough. PSP-
Net [13] improves the segmentation problem of the FCN network and proposes a spatial
pyramid module to extract the context information and multi-scale information on the
dilation backbone, reducing the probability of false segmentation of image categories in
the FCN network. DeepLab series algorithm [15–17] is a semantic segmentation model
developed by the Google team based on CNN. The latest algorithm is DeepLab v3+ [17].
DeepLabv3+ does not use full connection CRF and proposes deep separable convolution.
The algorithm combines atrous spatial pyramid pooling (ASPP) with the Encoder-Decoder
model and applies Xception and depthwise separable convolution to ASPP and a decoder,
which can greatly reduce the amount of computation while maintaining the performance.
Both the extended backbone network and the encoder-decoder structure can learn detailed
information and high-level semantic information at the same time, but this method often
has a high computational cost. In this paper, we propose an efficient architecture that
achieves a good balance between speed and accuracy.

2.2. Real-Time Semantic Segmentation

Because many previous segmentation models cannot achieve real-time performance
and cannot meet real-time application scenarios, efficient lightweight networks have been
constantly proposed in recent years. ENet [18] is a lightweight real-time segmentation
model based on SegNet [4], which is the first network to realize real-time semantic segmen-
tation. Aiming at the problem of the low timeliness of previous deep neural networks, a
new effective deep neural network is proposed. The bottleneck module used in this method
has a jump connection structure, which can enhance the expression ability of features, so
it can greatly improve the inference speed without much loss of accuracy. However, it
gives up the final stage of the model, which is not large enough for the perception field of
large objects, which will lead to poor recognition ability. DFANet [19] adopts a lightweight
backbone to reduce the computational cost and design a cross-level feature aggregation
module to transfer semantic and spatial information between different network layers,
so as to solve the problem of spatial information loss caused by the increase of the num-
ber of network layers. DFNet [20] uses a “partial order pruning” algorithm to obtain a
lightweight backbone and efficient decoder. Researchers also design a multi-path scheme
to achieve the balance between segmentation speed and accuracy. ICNet [5] combines
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medium-resolution and high-resolution features, considers segmentation accuracy and uses
cascading strategies to accelerate real-time image semantic segmentation. BiSeNet v1 [6]
and BiSeNet v2 [7] propose two flow paths for low-level details and high-level context
information, respectively.

In this paper, we propose an efficient lightweight backbone to provide different
receptive field information and high-level semantic information. In addition, we set up a
low-cost detail guidance path and a semantic information supplement path to guide the
backbone network to learn low-level details and supplement semantic information, so that
the network can achieve a balance between speed and accuracy.

3. Detail Guided Multilateral Segmentation Network
3.1. Network Structure

The semantic segmentation network is composed of three paths: context fusion path,
detail guidance path and semantic information supplement path. The context fusion path
is used to extract the main features for semantic segmentation, the spatial detail guidance
path is used to guide the context path to learn and retain the spatial detail information in the
deeper network, and the semantic information supplement path provides the connection
between the local information and the global information to supplement the semantic
information. The overall framework of DGMNet is shown in Figure 2.

Figure 2. DGMNet network structure.

First, the input is passed to the context path and the detail guidance path. In the detail
guidance path, the Gaussian Laplacian operator is used to extract the edge information of
the image, and the feature maps of different sizes containing rich detail information are



Appl. Sci. 2022, 12, 11040 5 of 16

obtained after a simple convolution operation. The features obtained by the lightweight
backbone network and the detail guidance path are input into the feature interaction
module, and the output features are fused with the features of the lightweight backbone
network, so that the network can learn more detailed information. In the context path,
the outputs of different layers of the lightweight backbone network will pass through the
context feature fusion network, so as to extract features with rich semantic information and
a large receptive field. At the same time, the convolutional features of the last layer of the
backbone network are used to construct the graph structure in the semantic information
supplement path. Then, the three features are effectively fused through the feature fusion
module, and the transposed convolution is used for decoding. Finally, segmentation is car-
ried out according to the features with rich semantic information and detailed information
extracted from the network.

3.2. Network Structure
3.2.1. Context Fusion Path

In order to obtain various features with rich feature information and reduce the
consumption of hardware resources by the model, a lightweight backbone network is used
to encode visual features in the context path to obtain feature maps with rich semantic
information and large receptive fields. The last three output features of different scales
and levels extracted by the lightweight backbone network are fused, so that the model can
obtain more context information when performing semantic segmentation on the original
input image. In addition, in order to improve the segmentation performance, the proposed
full attention module (FAM) is used in the multi-scale fusion to refine the output features.

3.2.2. Detail Information Guidance Path

There are multi-scale segmented objects in the image. With the deepening of the
network layers, the detail information declines with the deepening of the model layers.
Compared with the larger segmented objects, the loss of detail information of small objects
is more severe with the increase of the model layers. In order to improve the segmentation
accuracy of small and thin objects and produce fine segmentation results near the boundary,
we introduce the detail information guidance path.

In the Figure 3, the image gradient represents the image edge detail information
extracted via the Gaussian Laplace operator, and a feature map of size 1/2 is obtained. The
edge information is used to further guide the lightweight backbone network to perform
feature learning on the detailed information of the segmented object, to further improve
the segmentation accuracy of fine or small objects. Image Gradient gets a feature map
of size 1/4 after the operation of a convolution layer with step size 2. After the feature
map and the feature map of the same size of the lightweight backbone network are input
to the detail feature supplement module (DFSM) at the same time, a feature containing
rich bottom-level detail information is obtained, and then, the information is fused with
the input of the lightweight backbone network to supplement the detail information lost
when the network layers are deepened. Similar operations are also performed after the
Conv_3 module and Conv_4 module to obtain feature maps with richer edge details, so
as to improve the segmentation accuracy of the network for thin and small objects in the
input image. The FAM module is formulated as follows:

Xh
c (h) =

1
W ∑

0≤i<W
xc(h, i) + Max

(
xc(h)

)
,

Xw
c (h) =

1
W ∑

0≤j<H
xc(j, w) + Max

(
xc(w)

) (1)

f = δ

(
F1

([
Xh, Xw

]))
(2)
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Fh = σ

(
Fh
(

f h)),

Fw = σ
(

Fw
(

f w)),

FC = σ
(
Xc

max + Xc
avg
) (3)

where 1
W ∑

0≤i<W
xc(h, i) denotes the average pooling of the h-th row of the c-th channel of

the input feature X ∈ RC×W×H ; 1
W ∑

0≤j<H
xc(j, w) denotes the average pooling of the w-th

column of the c-th channel. Max
(
xc(h)

)
represents the max-pooling of the h-th row of

the c-th channel of the input feature; Max
(

xc(w)
)

refers to the max-pooling of the w-th
column of the c-th channel of the input feature. Where [·, ·] represents the join operation of
Xh

c (h) ∈ RC×W×1 and Xw
c (h) ∈ RC×1×H that will be generated along the spatial dimension,

δ is a non-linear activation function, and F1(·), Fh(·) and Fw(·) are 1 × 1 convolution. Xc
max

and Xc
avg represent maximum pooling and average pooling of input features, respectively.

f h ∈ RC/r×H×1 and f w ∈ RC/r×1×W divide f into two independent tensors along with the
two-dimensional directions. The outputs Fh, Fw and RC are attention feature maps. The
output of the FAM module is as follows:

yc(i, j) = Fh
c (i)× Fw

c (j)× xc(i, j) (4)

Y = yc × FC (5)

Figure 3. Detail feature supplement module.

3.2.3. Semantic Information Supplement Path

The stacking of convolutions has limited connection between local information on
the graph, which limits the effective receptive field of the network. In order to strengthen
the connection between local information and global information and effectively expand
the range of the receptive field, we propose a scheme using a graph convolution neural
network to further supplement the semantic relationship (capture long-distance depen-
dency) between regions of a relatively long distance on the graph and further promote
the network’s learning in the current context. Inspired by GAS [21], to improve the global
reasoning ability, we add a graph convolution path to obtain supplementary semantic
information. Figure 4 shows the detailed structure of SIS-path with graph convolution.
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Figure 4. Semantic information supplement module (SIS Module).

We use the features of the output of the last layer of the backbone network of MoblieNet
v3 [22] in the context path to build the graph structure of the SIS-path. First, the feature
map is mapped into the graph, and pixels with similar features are assigned to the same
vertex to determine the vertices of the graph structure. The edges of the graph structure
are used to measure the similarity between the vertices. Secondly, the convolution on the
graph structure is used to update the vertex features based on the feature information of the
edges. Finally, the updated features are interpolated into the feature map via reprojection
to recover the pixel-to-vertex assignment. Thus, the connection between local and global
features is constructed and the dependencies between regions are encoded. On this basis,
we construct associations between different layers of the feature map to associate channels
with different features and further improve the network’s ability to perform global learning.
First, we assign channels with similar features to the same vertex to construct another graph
structure. The edges of the graph structure measure the similarity between vertices. The
encoding process is the same as GAS. The formula in the semantic information supplement
path is expressed as follows:{

YGCNS = GCNs(graph1(XC)),
YGCNC = GCNs(graph2(XC))

(6)

{
YST = Graph2Tensor(YGCNS),
YCT = Graph2Tensor(YGCNC)

(7)

YSIS = XCP ⊕ (conv(concat(YST , YCT))) (8)

where XC ∈ RC×H×W represents the output of the last layer of the CF-path, which is the
input of the SIS-path, graph1(·) the transformation of the input tensor into the spatial graph
structure feature GS ∈ RN×D, graph2(·) is the transformation of the input tensor into the
channel graph structure feature GC ∈ RN×D, GCNs represents the graph convolutional
layer, Graph2tensor(·) represents the transformation of graph structure features into ten-
sor, conv represents 1 × 1 convolution, ⊕ represents the element-wise sum, and concat
represents the channel-wise concatenation.
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3.2.4. Three-Path Feature Fusion Module

The detail guided path and context path are different in the level of feature represen-
tation. The output of the detail guided path contains more low-level detail information,
while the output of the context path is high-level semantic information. The two kinds
of information complement each other well, and the output of the semantic information
supplement module provides semantic information from another perspective. Therefore, in
order to effectively fuse the information extracted from the three paths, the TFFM module
is proposed, whose specific structure is shown in Figure 5.

Figure 5. Three-Path Feature Fusion Module.

Firstly, the low-level semantic information output FD via the detail guidance path and
the high-level semantic information output FC via the context path are fused. Referring to
the idea of feature interaction and repeated use, the two features from different paths are
refined by the FAM module. After fusion, the refined features pass through a convolution
layer and are summed with the original input element by element to obtain FD

′ and FC
′. FD

′

and FC
′ are concatenated along the channel direction and convolved to obtain the feature

fused by the two path features. Next, we fuse the features from the graph convolutional
path in a similar scheme to obtain an output FT of size 1/16. The decoder of the network is
composed of four transposed convolution layers. After passing through one transposed
convolution layer, the size of the feature map will be doubled. Finally, the output feature of
the original size is obtained, and the image is segmented using this feature. The formula of
the feature fusion module is expressed as follows:{

FD
′ = conv(concat(FAM(FD), FAM(FC))),

FC
′ = conv(concat(FAM(FD), FAM(FC)))

(9)

FDC = conv(concat(FD ⊕ FD
′, FC ⊕ FC

′)) (10){
FDC

′ = conv(concat(FDC, UpSample(FAM(FS)))),
FS
′ = conv(concat(FDC, UpSample(FAM(FS))))

(11)

FT = conv(concat(FDC ⊕ FDC
′, FS ⊕ FS

′) (12)

where FD, FC and FS respectively represent the feature maps output via the CF-path,
DIG-path and SIS-path, FAM(·) represents the FAM channel submodule, and UpSample
represents bilinear upsampling.

4. Experimental Results
4.1. Dataset

The datasets used in the experiments are Cityscapes and CamVid, both of which have
images taken from the perspective of a driving car and are widely used benchmarks for
semantic segmentation.
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Cityscapes: Cityscapes contains a large number of real, complex urban street scene
images, which is a challenging dataset. The dataset contains a total of 25,000 real road scene
images, of which 5000 images are finely annotated and 20,000 images are roughly annotated.
In our experiments, using only finely annotated data, 5000 high-quality annotated images
are further divided into 2975, 500 and 1525 for training, validation and testing, respectively.
The fine-annotated semantic subset contains a total of 30 categories. Referring to previous
works [13,23], only 19 categories are used for evaluation.

CamVid: CamVid is a high-resolution road scene dataset collected from the first
video collection with semantic labels of object categories, with a resolution of 960 × 720.
The dataset contains 701 images which are divided into 367, 101 and 233 for training,
validation and testing, respectively. The dataset provides ground truth semantic labels
for 32 categories, we use 11 categories, and pixels that do not belong to these classes are
ignored for a fair comparison with other state-of-the-art methods.

4.2. Implementation Details

The experiment is conducted under the PyTorch framework, and the network is
trained and tested under a device with GeForce RTX 2080Ti GPU. Referring to [15,24], the

“poly” learning rate is used in the experiments, lr = lri ×
(

1− epoch
max_epoch

)power
, where the

power is set to 0.9 and the initial learning rate is set as 0.01. In the training phase, we
choose the stochastic gradient descent (SGD) optimizer, where the momentum is set to 0.9
and the weight decay is set to 1 × 10−5. Due to the differences between the two datasets,
different training parameters are set when using different public datasets to train the model.
Specifically, since the image quality of Cityscapes is high and the original image resolution
is 1024 × 2048, we set the input resizing to 512 × 1024, and the training epoch is set to 350.
For CamVid with relatively few samples and low image resolution, we do not resize the
images and set the training epoch to 250.

4.3. Ablation Experiment

To verify the effectiveness of the proposed module, we design the following ablation
experiments. Only the CF-path is used as the baseline; modules are added to the baseline
model to verify the performance of the proposed algorithm, and the test results of each
proposed module on the Cityscapes test dataset are shown in Table 1.

Table 1. Ablation study results of the DGMNet.

Model
Method

mIoU (%)
FAM DIG-Path SIS-Path TPFF

model_1 (baseline) 56.3
model_2 X 61.1
model_3 X X 66.7
model_4 X X 67.9
model_5 X X X 73.2

model_6 (DGMNet) X X X X 76.9

Baseline: The context path uses MobileNet V3-Small to extract image features and fuse
multi-scale features for image segmentation. The mIoU of the baseline is 56.3%.

Baseline + FAM: The experimental results in Table 1 show that the mIoU of the
network is improved from 56.3% to 61.1% after using the FAM module. It indicates that
our proposed FAM module pays attention to both spatial and channel information and
effectively combines multi-dimensional attention to enrich the attention map, so as to refine
the features and effectively improve its segmentation performance.

Baseline + FAM + DIG-Path: The mIoU of the network is improved from 61.1% to
66.7% after adding the detailed information supplementary path. The experimental results
show that the DFSM module can introduce richer detail information into the deep feature
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map, the ability of the neural network to understand and segment object details is greatly
improved, thus verifying the effectiveness of this module.

Baseline + FAM + SIS-Path: With the introduction of the DIG-path, the mIoU of the
network is improved from 61.1% to 67.9%. It can be seen that the semantic graph path can
supplement the high-level semantic information and add a connection between distant
features, thereby expanding the receptive field of features, increasing the global semantic
information. From another perspective, the understanding of the network on the image is
increased, so as to effectively improve the segmentation performance of the network.

Baseline + FAM + DIG-Path + SIS-Path: Experimental results show that using both the
DIG-path and SIS-path can further improve the segmentation accuracy of the network, and
the mIoU value is 73.2%. We believe that the addition of DIG-path + SIS-path can further
enhance the network’s learning of some small and thin objects and detail information and
still retain enough detail information in the deep network.

Baseline + FAM + DIG-Path + SIS-Path+ TPFF: With the addition of the feature fusion
module, the performance of the network is further improved, and the mIoU value reaches
76.9%. The fused feature maps contain semantic information under different angles and
make full use of the features of different paths to further improve the segmentation accuracy
of the model. In the following, we discuss the proposed attention mechanism.

The TPFF module fuses the feature information of different paths to obtain richer
semantic information and supplement the lost detail information to a certain extent. To
evaluate the effectiveness of the TPFF module, we perform the following experiments on
different fusion schemes, and the experimental results are shown in Table 2. Directly using
the traditional Add or Concat methods gives poor segmentation accuracy, with mIoU values
of 71.5% and 73.2%, respectively. After adding an attention mechanism on the basis of Add
and Concat methods, the segmentation accuracy is improved by 2.8% and 2.4%, respectively.
Experimental results show that adding a full attention mechanism can effectively promote
the semantic segmentation of images. Compared with the Add + Attention scheme, the
proposed fusion module improves the segmentation accuracy by 2.6%. Compared with the
Concat + Attention scheme, the segmentation accuracy is improved by 1.3%, which proves
the effectiveness of our proposed feature fusion module.

Table 2. The discussion on feature fusion module.

Fusion Method mIoU (%)

Add 71.5
Add + Attention 74.3

Concat 73.2
Concat + Attention 75.6

TPFF 76.9

In addition, we also visualize the segmentation results of the network after adding
different structures. In order to make a clearer comparison of the segmentation effects
of the network after adding different structures, we enlarged some details, as shown in
Figure 6. It can be seen from the visualization results that the segmentation effect of the
baseline is the worst, and the outline of the object cannot be clearly segmented, and the
difference between the segmented outline and the real outline is large. By continuously
optimizing the network, the segmentation results become more and more accurate, and the
segmentation effect of the baseline + FAM + DG path + SIS path + TPFF scheme is the best.
The experimental results verify the effectiveness and efficiency of DGMNet again.
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Figure 6. Ablation study results and the ground truth (GT).

4.4. Comparison to State-of-the-Art Methods
4.4.1. Comparative Experiments in Cityscapes

Quantitative Analysis: In order to further verify the effectiveness of our proposed
method, we compare the proposed method with real-time and non-real-time semantic
segmentation networks, in which the non-real-time segmentation networks are SegNet,
FCN, DeepLabv2, SA-FFNet, RefineNet, PSPNet, AttaNet and FLANet. The real-time
segmentation networks are ENet, ESPNet, ICNet, ERFNet, AGLNet, DABNet, LEDNet,
DSANet, FDDWNet, BiSeNet V2, SwiftNet and LMFFNet.

Experimental results in Table 3 show that our proposed algorithm achieves the highest
segmentation accuracy in the lightweight network, with a segmentation accuracy of 76.9%.
The segmentation results for individual categories of different models on the Cityscape
test set are shown in the table, achieving state-of-the-art results in 9 out of 19 categories.
Compared with the second place in the segmentation accuracy of the single class, the seg-
mentation accuracy of the class of some slender objects is significantly improved, in which
the mIoU value of the pole is increased by 4.9%, which further proves the effectiveness of
the proposed algorithm in improving the accuracy of thin object segmentation. For some
small objects, the proposed method also has good improvement effects. Among them,
the traffic light is increased by 3.1%, the traffic sign is increased by 3.8%, the person is
increased by 1.7%, and the rider is increased by 3.2%. Experiments show that the algorithm
is effective for small objects.

For a more comprehensive and fair comparison, we contrast the number of param-
eters (Params), GFLOP, inference speed (FPS), and mIoU (%) of different networks. The
experimental results in Table 4 show that when using the lightweight backbone network
(MobileNet V3-Small), the number of parameters of DGMNet is only 2.4 M, the mIoU
reaches 76.9%, and the FPS is 141.5. Compared with other real-time segmentation networks,
DGMNet has the highest accuracy, and the segmentation speed also reaches a relatively
high level. Compared with LMFFNet, we achieved a better improvement in both speed and
accuracy performance; compared with STDC-Seg, although the detection speed is slightly
reduced, the segmentation accuracy is improved by 3.5%. Although the FPS is reduced, it
can still meet the real-time requirements, and compared with the non-real-time network, the
accuracy of DGMNet exceeds some networks. In order to make a fair comparison with the
non-real-time network and verify the effectiveness of our proposed algorithm, ResNet101 is
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used as the backbone network of the network. Compared with the non-real-time network,
our proposed network can still achieve the highest segmentation accuracy, and the FPS is
14.9. In conclusion, our proposed network achieves a balance between speed and accuracy
and is highly competitive with other segmentation networks.

Table 3. Comparison of IoU values and mIoU for 19 categories of different methods on the Cityscapes
test dataset. The highest IoU for each class is highlighted in bold, and the next highest IoU is
highlighted in blue.

Method Roa Sid Bui Wal Fen Pol Lig Sig Veg Ter Sky Tra Tru Bus Car Mot Bic Per Rid mIoU(%)

SegNet [4] 96.4 73.2 84.0 28.4 29.0 35.7 39.8 45.1 87.0 63.8 91.8 44.1 38.1 43.1 89.3 35.8 51.9 62.8 42.8 57.0
FCN [12] 97.4 78.4 89.2 34.9 44.2 47.4 60.1 65.0 91.4 69.3 93.9 46.5 35.3 48.6 92.6 51.6 66.8 77.1 51.4 65.3
DeepLabv2 [15] 97.9 81.3 90.3 48.8 47.4 49.6 57.9 67.3 91.9 69.4 94.2 57.2 56.5 67.5 93.7 57.7 68.8 79.8 59.8 70.4
SA-FFNet [25] 98.6 78.1 91.5 48.9 45.4 54.4 65.0 71.1 92.9 56.0 95.1 72.6 77.0 86.0 92.9 56.8 69.7 78.8 58.8 73.1
RefineNet [26] 97.9 81.3 90.3 48.8 47.4 49.6 57.9 67.3 91.9 69.4 94.2 57.5 56.5 67.5 93.7 57.7 68.8 79.8 59.8 73.6
PSPNet [13] 98.6 86.2 92.9 50.8 58.8 64.0 75.6 79.0 93.4 72.3 95.4 73.8 68.2 79.5 95.9 69.5 77.2 86.5 71.3 78.4
AttaNet [27] 98.7 87.0 93.5 55.9 62.6 70.2 78.4 81.4 93.9 72.8 95.4 78.0 71.2 84.4 96.3 68.6 78.2 87.9 74.7 80.5
FLANet [28] 98.8 87.7 94.3 64.1 64.9 72.4 78.9 82.6 94.2 73.5 96.2 91.6 80.2 93.8 96.6 74.3 79.5 88.7 76.0 83.6

ENet [18] 96.3 74.2 75.0 32.2 33.2 43.4 34.1 44.0 88.6 61.4 90.6 48.1 36.9 50.5 90.6 38.8 55.4 65.5 38.4 58.3
ESPNet [29] 95.6 73.2 86.4 32.7 36.4 46.9 46.7 55.2 89.7 65.9 92 40.6 39.9 47.7 89.8 36.3 54.8 68.3 45.7 60.2

ICNet [5] 98.0 81.9 90.3 46.4 46.
5

50.
5 57.3 64.2 91.7 68.2 94.4 63.8 53.7 72.5 93.6 48.6 64.6 77.1 57.9 69.5

ERFNet [30] 97.9 82.1 90.7 45.2 50.4 59.0 62.6 68.4 91.9 69.4 94.2 53.7 52.3 60.8 93.4 49.9 64.2 78.5 59.8 69.7
AGLNet [31] 97.8 80.1 91.0 51.3 50.6 58.3 63.0 68.5 92.3 71.3 94.2 42.1 48.4 68.1 93.8 52.4 67.8 80.1 59.6 70.1
DABNet [32] 97.9 82.0 90.6 45.5 50.1 59.3 63.5 67.7 91.8 70.1 92.8 56.0 52.8 63.7 93.7 51.3 66.8 78.1 57.8 70.1
LEDNet [33] 98.1 79.5 91.6 47.7 49.9 62.8 61.3 72.8 92.6 61.2 94.9 52.7 64.4 64.0 90.9 44.4 71.6 76.2 53.7 70.6
DSANet [34] 96.8 78.5 91.2 50.5 50.8 59.4 64.0 71.7 92.6 70.0 94.5 50.6 56.1 75.6 92.9 50.6 66.8 81.8 61.9 71.4
FDDWNet [35] 98.0 82.4 91.1 52.5 51.2 59.9 64.4 68.9 92.5 70.3 94.4 48.6 56.5 68.9 94.0 55.7 67.7 80.8 59.8 71.5
BiSeNet v2 [7] 98.2 82.9 91.7 44.5 51.1 63.5 71.2 75.0 92.9 71.1 94.9 56.8 60.5 68.7 94.9 61.5 72.7 83.6 65.4 73.8
LMFFNet [36] 98.3 84.1 92.0 56.1 55.1 62.2 69.0 72.7 93.0 71.3 95.0 64.1 60.6 76.7 95.0 60.6 71.7 83.8 66.1 75.1
SwiftNet [37] 98.3 83.9 92.2 46.3 52.8 63.2 70.6 75.8 93.1 70.3 95.4 71.9 63.9 78.0 95.3 61.6 73.6 84.0 64.5 75.5

DGMNet 98.1 87.1 93.1 59.7 58.7 68.4 74.3 79.6 92.8 70.5 94.9 68.8 64.1 77.3 94.8 61.1 73.5 85.7 69.3 76.9

Table 4. Comparison of our method and other state-of-the-art methods on the Cityscapes test dataset.

Method Pretrain Backbone Resolution Device Params (M) GFLOPs FPS mIoU

SegNet [4] ImageNet VGG16 360 × 640 - 29.5 286.0 14.6 57.0
FCN-8S [12] ImageNet VGG16 512 × 1024 - 136.2 2.0 65.3
DeepLabv2 [15] ImageNet ResNet101 512 × 1024 Titan X 44 457.8 <1 70.4
SA-FFNet [25] ImageNet ResNet101 768 × 768 Titan X 57.5 - - 73.1
RefineNet [26] ImageNet ResNet101 512 × 1024 Titan X 118.1 428.3 9 73.6
PSPNet [13] ImageNet ResNet101 713 × 713 Titan X 250.8 412.2 0.78 78.4
FLANet [28] ImageNet HRNetV2-W48 768 × 768 - 436 19.37 - 78.9
AttaNet [27] ImageNet DF2 512 × 1024 GTX 1080Ti - - 71 79.9
DeepLabV3 [17] ImageNet ResNet101 769 × 769 Tesla K80 - - 1.3 81.3
Lawin [38] ImageNet Swin-L 1024 × 1024 Tesla V100 - 1797 - 84.4
ViT-Adapter-L [39] ImageNet ViT-Adapter-L 896 × 896 Tesla V100 571 - - 85.2

ENet [18] No No 630 × 630 Titan X 0.4 4.4 76.9 58.3
ESPNet [29] No ESPNet 512 × 1024 Titan X 0.36 4.0 112 60.2
ERFNet [30] ImageNet VGG16 512 × 1024 Titan X 2.1 26.8 49 68.0
ICNet [5] ImageNet PSPNet50 1024 × 2048 TitanX 26.5 29.8 30.3 69.5
AGLNet [31] No No 512 × 1024 GTX 1080Ti 1.12 13.9 52 70.1
DABNet [32] No No 1024 × 2048 GTX 1080Ti 0.76 10.5 27.7 70.1
LEDNet [33] No SSNet 512 × 1024 GTX 1080Ti 0.94 11.5 71 70.6
TinyHMSeg [40] No No 768×1536 GTX 1080Ti 0.7 3.0 172.4 71.4
DSANet [34] No FDSSNet 512 × 1024 GTX 1080Ti 3.47 37.4 34 71.4
FDDWNet [35] No No 512 × 1024 GTX 2080Ti 0.8 8.5 60 71.5
BiSeNet v2 [7] No No 512 × 1024 GTX 1080Ti - 11.5 156 72.6
STDC-Seg [8] No STDC 512 × 1024 GTX 1080Ti - - 188.6 73.4
LMFFNet [36] No LMFFNet 512 × 1024 GTX 3090 - 16.7 118.9 75.1

DGMNet No MobileNet v3-small 512 × 1024 GTX 2080Ti 2.4 13.4 141.5 76.9
DGMNet_2 No ResNet 101 512 × 1024 GTX 2080Ti 97.2 264.6 14.9 81.8

Qualitative Analysis: For a qualitative analysis of the proposed network, the visu-
alization results of DGMNet on the Cityscapes test dataset are shown in Figure 7. The
experimental results in show that the proposed method has a good segmentation effect for
the pole and other thinner objects and produces fine segmentation results near the bound-
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ary, which further verifies the effectiveness of our proposed method for the segmentation
of thin and small objects.

Figure 7. The visualization results of DGMNet on the Cityscapes test dataset.

4.4.2. Comparative Experiments in Camvid

To further evaluate the advancement of the proposed method, we also evaluate DGM-
Net on the CamVid dataset. As shown in Table 5, DGMNet achieves excellent performance.
It can process input images with a resolution of 720 × 960 at 121.4 FPS, and the mIoU value
on the CamVid test dataset reaches 74.8%. The experimental results show that our pro-
posed method achieves the highest segmentation accuracy under the premise of ensuring
the real-time performance of segmentation, which further verifies the effectiveness of the
proposed method.

Table 5. Comparisons with other state-of-the-art methods on CamVid.

Method Resolution Device FPS mIoU (%)

ENet [18] 720 × 960 Titan X 61.2 51.3
ESPNet [29] 720 × 960 Titan X 219.8 55.6

ICNet [5] 720 × 960 Maxwell TitanX 34.5 67.1
ERFNet [30] 720 × 960 Titan X 139.1 67.7
DABNet [32] 360 × 480 GTX 1080Ti 146 66.4
BiSeNetV1 [6] 720 × 960 Titan XP 116.3 68.7
AGLNet [31] 720 × 960 GTX 1080Ti 90.1 69.4
DSANet [34] 360 × 480 GTX 1080Ti 75.3 69.93

CAS [41] 720 × 960 Titan XP 169 71.2
TinyHMSeg [40] 720 × 960 GTX 1080Ti 278.5 71.8

GAS [21] 720 × 960 Titan XP 153.1 72.8
BiSeNet v2 [7] 360×480 GTX 1080Ti 124.5 72.4
STDC2-Seg [8] 720 × 960 GTX 1080Ti 152.2 73.9

DGMNet 720 × 960 GTX 2080Ti 121.4 74.8

5. Conclusions

The detail guided multilateral segmentation network proposed in this paper constructs
trilateral parallel paths to fully retain the low-level detail information and high-level
semantic information and designs a three-path feature fusion scheme to further optimize
the network structure. The ablation experiments of Cityscapes verify the effectiveness
of the proposed structure and analyze the segmentation accuracy of a single category.
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The analysis results show that the proposed method has superior performance in the
segmentation of thin and small objects. Through a comparative analysis of a number of
parameters, GFLOPs and FPS, it is proved that DGMNet improves computational efficiency
while ensuring segmentation accuracy. The experimental results show that our proposed
algorithm achieves a good balance between segmentation speed and accuracy and is
competitive with other advanced networks.
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