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Abstract: Remote sensing technology has advanced rapidly in recent years. Because of the deploy-
ment of quantitative and qualitative sensors, as well as the evolution of powerful hardware and
software platforms, it powers a wide range of civilian and military applications. This in turn leads
to the availability of large data volumes suitable for a broad range of applications such as moni-
toring climate change. Yet, processing, retrieving, and mining large data are challenging. Usually,
content-based remote sensing image (RS) retrieval approaches rely on a query image to retrieve
relevant images from the dataset. To increase the flexibility of the retrieval experience, cross-modal
representations based on text–image pairs are gaining popularity. Indeed, combining text and image
domains is regarded as one of the next frontiers in RS image retrieval. Yet, aligning text to the content
of RS images is particularly challenging due to the visual-sematic discrepancy between language
and vision worlds. In this work, we propose different architectures based on vision and language
transformers for text-to-image and image-to-text retrieval. Extensive experimental results on four
different datasets, namely TextRS, Merced, Sydney, and RSICD datasets are reported and discussed.

Keywords: remote sensing; cross-modal retrieval; vision and language transformers; contrastive loss

1. Introduction

With rapid advances in Earth observation sensors, plentiful information about the
Earth’s surface is now available with higher spatial, spectral, and temporal resolutions,
leading to massive growth in the remote sensing (RS) image archive [1]. This vast amount
of data have totally changed our perspective of monitoring the Earth’s surface and has
opened new horizons for a broad range of specialized applications. However, as the volume
of data increases, mining a specific piece of information contained in such a large amount of
data is becoming more difficult. Consequently, content-based image retrieval (CBIR), which
is the task of retrieving an image that is best described by a particular query, is essential.
CBIR systems plays an important role in the decision-making of various applications such
as environment monitoring and disaster management.

Generally, CBIR systems includes two main steps: feature extraction and similarity
matching. The first step extracts useful feature representations from a set of images in
an archive, while the similarity measure aims at quantifying the similarity between a
query image and the images in this archive. Thus, the performance of retrieval systems
strongly relies on the quality of the extracted features as well as the similarity measure
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chosen for matching. Early studies on RS image retrieval mainly focused on using hand-
crafted features to represent the visual content of images. However, manually designed
features might be insufficient in producing powerful representation to describe its detailed
content. Yet, the recent developments based on deep-learning methods have brought
crucial achievements in boosting the accuracy of CBIR systems [2] similar to other RS
applications such as crop mapping from image time series [3], tree species classification [4],
and cloud change detection [5] to name a few.

Currently, with the rapid generation of data across a different range of modalities such
as text and audio, there is an emerging interest to go beyond the single-modal retrieval
(Figure 1). Cross-modal is regarded as the next frontier in RS image retrieval, where
the query can be a textual description of the content of the image or a sound describing
what we want to find in the image. From the end-user perspective, the integration of
different modalities in the query is more practical and increases the usability of the retrieval
systems [6]. However, it poses new major challenges for processing and analysis and the
problems are different from remote sensing captioning [7].
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First, generating an informative modality-specific representation is an important step
in image retrieval. Despite the influential retrieval works based on conventional deep
learning models, these models generate a global semantic representation that ignores the
spatial relationships between image regions. This is even more important in cross-modal
text-to-image retrieval that requires modeling the global semantic concepts of the image
and its corresponding text description. Second, one of the key challenges when dealing with
cross-modal data is how to learn the joint representations and narrow the heterogeneity
gap between the multi-modal pairs. For text-to-image retrieval, this requires an effective
aligning of visual and textual data representations and modeling the relationships between
each image and its corresponding text. Third, training an accurate cross-modal retrieval
method strongly relies on the quality of the dataset. In RS, text-to-image retrieval methods
usually reuse the existing image captioning datasets. Different from natural image datasets,
these datasets are relatively small in size with more complex detailed images. Furthermore,
the available datasets have a different number of captions per image, and many of these
captions are redundant, and not fully descriptive.

With the above challenges in mind, we introduce a text-to-image retrieval model based
on transformers. Recent developments in transformers and its variants have extended its
ability to contextualize the information within and across different data modalities through
the attention mechanism; therefore, obtaining more representative visual and text features
that can help in achieving better text-to-image retrieval. It is worth noting that transformers
have been recently introduced in image classification [8], multi-labeling [9], and change
detection [10].
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In this paper, we propose an efficient text–image retrieval approach based on vision
and languages transformers. Our method use an embedding model composed of language
and vision transformer encoders for aligning the visual representations of RS images to
their related textual representations. We learn the weights of these encoders by optimizing
two contrastive losses related to image-to-text and text-to-image classification. Basically, we
aim at maximizing the similarity between the image and its corresponding sentence, while
minimizing its similarity to unrelated sentences and vice versa. In the experiments, we
use four RS benchmark datasets to validate our approach which are the Text-RS, Merced,
RSICD, and Sydney datasets composed of images acquired with different sensing platforms.
In addition, we propose different transformer-based architectures and introduce different
types of transformer architectures.

The remainder of the paper is structured as follows: Section 1 discusses related works
on single-modal and cross-modal image retrieval; Section 2 introduces the text–image
matching methodology; Section 3 presents a detailed experimental analysis on four RS
datasets; and finally, Section 4 draws conclusions and forecasts future developments.

2. Materials and Methods

Let us consider a D(l) = {Xi, ti}N
i=1 be a set of N training image–text pairs in an archive.

The goal of a text-to-image retrieval task is to find the most relevant image from Xi to the
provided text query. Similarly, in image-to-text retrieval, we are interested in retrieving the
sentence ti that is most similar to the query image.

The suggested model’s overall architecture, which is built mostly on language and
vision transformers, is depicted in Figure 2. In order to generate visual and textual charac-
teristics for the transformer encoders during training, we sample a mini-batch of images
from the training set with their corresponding sentences. Next, we compute the similarity
between each potential pair of text-images in the mini-batch to create a similarity matrix.
Then, by maximizing an image-to-text and text-to-image contrastive classification loss, we
learn the model weights. During the test, based on a query text we retrieve the most similar
images by computing the similarity between the textual feature of the query and the visual
features of the training images. In a similar manner, we can retrieve the most similar textual
descriptions in the case of an image query. Detailed descriptions of the overall architecture
are provided in next subsections.

2.1. Language and Vision Representation Encoders

The language transformer was first introduced for machine translation in 2017 [11].
Since then, more advanced variants have been proposed for text modeling such as Genera-
tive Pre-trained Transformer (GTP) [12,13] and Bidirectional Encoder Representations from
Transformers (BERT) [14]. Typically, the transformer encoder is based on the so-called self-
attention mechanism, which allows it to capture long-range dependencies. This mechanism
makes it a better alternative to recurrent models in modeling long sequences.

In our work, we rely on these models in generating the textual feature representations.
To this end, each text txi is first tokenized into words txi = (w1, w2, . . . wm), where m is
the maximum number of tokens. Then, the word embedding layer Etx converts the words
into sequence of features of dimension dtx. A learnable positional embedding is added to
the sequence before feeding it into the encoder to provide knowledge of the word sequence.
To denote the beginning and end of the sequence, two additional special tokens, CLS and
SEP, are added to the input tokens. The final matrix, Ztx0, has the following representation:

Ztx0 = [wclass; w1Etx; w2Etx; . . . ; wmEtx] + Epos (1)

where Epos ∈ R(m+1)×dtx and wclass is a special classification token. The final representation
ZtxL is created at layer L by feeding the original representation Ztx0 through several identical
layers. These encoder layers each start with a tiny multilayer perceptron (MLP) block and
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a multi-head self-attention (MSA) block. Both blocks are joined together using LayerNorm
and skip connections (LN).

Z′t` = MSA(LN(Zt`−1)) + Zt`−1, ` = 1 . . . L (2)

Zt` = MLP
(
LN

(
Z′t`

))
+ Z′t`, ` = 1 . . . L (3)

It is worth-recalling, that each input matrix Zt`−1 for layer ` of the encoder is projected
into queries, keys, and values using the weight matrices WQ, WK, WV ∈ Rdt×dK , such that
Q = WQZt`−1, K = WKZt`−1, and V = WV Zt`−1 where dK is the dimension of the key.
The queries, keys, and values are used by the MSA block to generate a weighted sum of
token features.
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the network and feed them to the vision and language transformer encoders. Then, we generate a
similarity matrix of size b× b by calculating the similarity between all potential visual and textual
pairs in the mini-batch.

In particular, MSA comprises h multiple independent self-attention heads operating
in parallel, each head computes a different attention score using the scaled dot product
similarity between the queries, keys, and values expressed by this equation:

Attention(Q, K, V) = so f tmax
(

QKT
√

dK

)
·V (4)

All heads’ outputs are combined, and a learnable weights matrix is used to project
them to the appropriate dimension dt. The MLP block copmposed of two linear layers with
a GELU [15] activation in between.

In the vision encoder, the image Xim is reshaped into a sequence of n non-overlapping
patches Xim = (x1, x2, . . . xn). Each patch in the resulting sequence has the size of c× p× p
where c is the number of channels in the image and p is the patch size (e.g., p = 16 or 32).
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These patches are then flattened and mapped to a sequence of embeddings of the model
dimension dv with a linear embedding layer Ev ∈ R(p2c)×dv . Then, in a way similar to the
language model, the positional encoding is added Epos ∈ R(n+1)×dv and a xclass token is
appended to the patch representations. The resulting embedded sequence of patches that
is fed into the encoder is:

Zv0 = [xclass; x1E; x2E; . . . ; xnE] + Epos (5)

Finally, we arrive at the final image representation ZvL by using the same methods as in
Equations (2) and (3). Finally, by applying the same operations as in Equations (2) and (3)
we obtain the final image representation ZvL. Remember that each layer of the visual
transformer encoder also includes blocks from the MSA and multilayer perceptron (MLP)
architecture. Prior to each block, LayerNorm (LN) is applied, along with residual.

2.2. Model Optimization

We use global average pooling to the representation matrices ZtL and ZvL (while ig-
noring the Wclass and xclass tokens) acquired from the text and image encoders, respectively,
followed by L2-normalization to get the features ft and fv. In addition, if the resulting fea-
ture representations have different dimensions one can use an additional linear projection
layer to bring them to the same dimension. In Algorithm 1, we provide the PyTorch-style
pseudo code of the proposed cross-modal retrieval approach with its default parameters.

Algorithm 1: Cross-modal text–image matching PyTorch-style pseudocode

# Mini-batch size: default b=120,
# Regularization parameters lmabda1=lambda2=0.5
# Initial value Temperature parameter: Taux=0.07
# model.f_NLP and model.f_ViT: NLP and Vision transformer encoders
# Optimizer: SGD(lr=0.1, momentum=0.9, nesterov=True)
# Criterion=nn.CrossEntropyloss(), Number of epochs: 100
# Load mini-batch of image-text pairs of size b from the training set
for X, t in loader:

# Feed the image-text pair into the model
logits_image=model.f_ViT(X)
logits_text=model.f_NLP(t)
# L2 Normalization
logits_image=logits_image/logits_image.norm(dim=-1,keepdim=True)
logits_text= logits_text / logits_text.norm(dim=-1,keepdim=True)
# Similarity matrix
Sim_Mat= logits_image @ logits_Text.t()/Taux
# Set class labels: 0,1,2, . . . ,b-1
labels = torch.Tensor(np.arange(b)).long()
# image-to-text and text-to-image classification losses (Equation (8)).
loss=lmabda1*Criterion(Sim_Mat,labels)+lmabda2*

Criterion(toch.transpose(Sim_Mat,0,1), labels)
# Backward loss
loss.backward()
# Clip the gradients for numerical stability
torch.nn.utils.clip_grad_norm_(model.parameters(),0.1)
# Optimization step
optimizer.step()
optimizer.zero_grad()

2.3. Encoders Architecture

Given the limitations imposed by the small-scale nature of the available RS cross-
modal datasets, we expect that learning the model from scratch may not be a good solution.
Instead, we propose to transfer knowledge from backbones pre-trained on large-scale
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datasets such as ImageNet (1.2 M images) and English Wikipedia (2500 M words) for
vision and language tasks, respectively. In addition, as our model involves a joint learning
from both images and text pairs, different types of architectures pre-trained in different
manners can be investigated (Table 1). Our aim is to identify the most suitable pre-trained
configuration for transferring knowledge to our task.

Table 1. Pre-trained configurations investigated for transferring knowledge to the cross-modal RS
image–text retrieval task.

Config. 1 Config. 2 Config. 3

Image encoder

ViT base
(layers = 12, hidden = 768,

parameters = 86M
image size: 224 × 224 pixels,
patch size: 32 × 32 pixels).

ViT base
(layers = 12, hidden = 768,

parameters = 86M, input image
size: 224 × 224 pixels,

patch size=16 × 16 pixels).

Deit base distilled
(layers = 12, hidden = 768,

parameters = 87M, input image
size: 224 × 224 pixels,

patch size=16 × 16 pixels).

Text encoder
BERT base

(layers = 12, hidden = 512,
parameters = 63M).

RoBERTa base
(layers = 12, hidden = 768,

parameters = 110M).

BERT base
(layers = 12, hidden = 768,

parameters = 110M).

Pre-training mode CLIP model for image text
matching task.

Models were learned
independently in a

self-supervised mode on image
and language tasks (DINO for
image and SimCSE for text).

Models were learned
independently in a standard

supervised mode on image and
language tasks.

The first configuration is based on dual transformers pre-trained on matching text to
computer vision images known as Contrastive Language Image Pre-training (CLIP) [16].
The related image–text encoders based on ViT32 and BERT were learned for matching
400M image–text pairs using a contrastive loss. In the second configuration, we consider
transformers pre-trained independently in a self-supervised mode. For images, we use a
ViT16 encoder pre-trained on ImageNet using the Distillation with no-labels (DINO) self-
supervised learning approach [17]. For text, we use RoBERTa as encoder [18] pre-trained
by the Simple Contrastive Learning of Sentence Embedding (SimCSE) approach [19]. In
the third configuration, we use the Data efficient Transformer (DeiT16) pre-trained in a
supervised mode on ImagNet [20]. While for text, we adopt the original BERT model [14].

3. Experimental Results and Discussion
3.1. Dataset Description

In the experiments, we evaluated the proposed retrieval method on four benchmark
datasets, TextRS [21], Merced [22], Sydney [22], and RSICD [23]. In the following, we
provide more details about these RS text–image datasets.

TextRS caption dataset: This dataset was introduced recently by collecting images
randomly from four different scene classification datasets with different image sizes and
spatial resolutions. Namely, AID [24] which is composed of 30 classes, PatternNet [25]
which contains 38 classes, UC-Merced [26] which has 21 classes, and finally NWPU [27]
dataset which has 45 different classes. From each dataset, 16 random images were extracted
from every class. This creates a new dataset with a total number of 2144 of images, each
image is annotated with five different experts to ensure diversity. Figure 3a shows some
images with their textual annotations from TextRS dataset.
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Merced caption dataset: This dataset comprises 2100 images, each size of 256 × 256
pixels with a spatial resolution of 30 cm. It was obtained from the Merced Land-use
dataset [26], in which the images were manually labeled to one of 21 land-use classes. Five
captions are used to describe each image in this collection, totaling 10,500 descriptions.
Yet many sentences are highly correlated. Some examples of this dataset are illustrated in
Figure 3b.

Sydney caption dataset: This dataset was built based on the Sydney scene classification
dataset, which includes RS images belonging to seven land-use classes including residential,
airport, grassland, river, ocean, industrial area, and runway. It has 613 images, with a
spatial resolution equal to 0.5 m.

RSICD caption dataset: This dataset is the biggest of the earlier datasets. It was
gathered from a number of sources, including Tianditu, Baidu Map, MapABC, and Google
Earth. The dataset contains 224 × 224 pixels of images with various spatial resolutions.
There are 10,921 total images in the dataset, and each image has a unique text that describes
it. RSICD has a total of 24,333 captions, which suggests that not every image has five phrases.
For the sake of consistency, captions for photographs with fewer than five sentences have
been duplicated. Table 2 summarizes image retrieval RS datasets
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Table 2. Characteristics of the text–image retrieval RS datasets.

Dataset # of Images Spatial Resolution (cm) Image Size

TextRS 2144 [0.62, 30] 256 × 256 pixels, and 600 × 600 pixels

Merced 2100 30 256 × 256 pixels

Sydney 613 50 500 × 500 pixels

RSICD 10,921 - 224 × 224 pixels

3.2. Experimental Protocol and Evaluation Metrics

To quantitatively evaluate the performance of our cross-modal retrieval model, we car-
ried out several experiments mainly based on the first configuration, which uses language
and vision encoders pre-trained on matching general image–text pairs. In particular, we
analyzed the batch size effect, the generalization ability in cross-dataset settings, followed
by a comparison against the second and third configurations. Then, we contrasted our
results to the recent solutions proposed in the context of RS imagery.

We trained the models for 100 iterations using a mini-batch size equal to 120 (larger
mini-batch size given the memory constraints of our station). We employed the Stochastic
Gradient Descent (SGD) with Nesterov momentum as an optimizer. We chose 0.1 for the
initial learning rate and 0.9 for the default value of momentum. After 40 iterations of
training, we reduced the learning rate to 0.01 and for the final 20 iterations, to 0.001. We
discovered that applying gradient clipping with the gradients’ maximum norm set to 0.1
is helpful for maintaining numerical stability. Each input image was reduced to 224 224
pixels, and we added the usual data augmentation techniques (such as random cropping,
50%-probability horizontal and vertical flips, and ColorJitter). We chose 80% of the image-
text pairs for training and 20% for testing across all datasets. Five sentences are used to
describe each image; therefore, we choose one at random to use as learning material.

We show the results in term of the Recall@K (R@K) metric with several values of
(K = 1, 5, and 10), which are donated as R@1, R@5, and R@10. The following definition
applies to these measures, which are frequently used to assess text-to-image and image-to-
text retrieval techniques:

R@K =
TP@K

TP@K + FN@K
(6)

where TP is the true positive and FN is the false negative. In addition, we provided the
mean recall (mR) of all recalls (R@1, R@5, and R@10). Since each image is described by five
sentences, we presented the R@1, R@5, and R@10 in terms of mean and standard deviation.

We used PyTorch to implement our models, and HP Omen Station to conduct all of
the tests according to the following guidelines: NVIDIA GeForce GTX 1080 Ti graphics
processing unit (GPU), 32 GB of RAM, and Intel Core (TM) i9-7920 central processing unit
(CPU) at 2.9 GHz (with 11 GB GDDR5X memory).

3.3. Results Related to the First Configuration

As mentioned previously, in the first set of experiments we analyzed the performance
of our model on both image-to-text retrieval and text-to-image retrieval tasks on the four
different datasets using the first configuration. Table 3 shows the retrieval performance on
TextRS, Merced, Sydney, and RSICD datasets along with their training time. For TextRS,
in text-to-image retrieval the model achieves 24.55%, 65.66%, and 80.60% in terms of R@1,
R@5, and R@10, respectively. On the other hand, for image-to-text retrieval the scores are
24.08%, 66.04%, and 80.78%, respectively. For Merced, our model achieves 19.33%, 64.00%,
and 91.42%, respectively, in terms of R@1, R@5, and R@10, in text-to-image retrieval and
19.04%, 53.33%, and 77.61% in the image-to-text retrieval.
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Table 3. The retrieval performance in terms of R@K on different datasets.

Dataset
Text-To-Image Image-To-Text

Train Time
R@1 R@5 R@10 R@1 R@5 R@10

TextRS 24.55 65.66 80.60 24.08 66.04 80.78 5.8 h

Merced 19.33 64.00 91.42 19.04 53.33 77.61 7.9 h

Sydney 26.76 57.59 73.53 24.95 57.44 72.32 0.6 h

RSICD 9.14 28.96 44.59 10.70 29.64 41.53 102.7 h

Regarding the Sydney dataset, the text-to-image retrieval scores are 26.76%, 57.59%,
and 73.53%; while image-to-text retrieval scores are 24.95%, 57.44%, and 72.32%, in terms
of R@1, R@5, and R@10, respectively. The lower scores obtained for Sydney compared
with the other dataset can be explained by its descriptive sentences which are longer
and quite complex. Regarding the RSICD dataset, the text-to-image retrieval scores are
9.14%, 28.96%, and 44.59%; while the image-to-text retrieval scores are 10.70%, 29.64%,
and 41.53%, in terms of R@1, R@5, and R@10, respectively. Similarly, we observe also that
the results are lower compared with other datasets indicating that this larger dataset is
more challenging, mainly due to its longer textual descriptions. It’s important to observe
that both the text-to-image and image-to-text retrieval tasks have retrieval performances
that are extremely similar to one another, proving that the matching is successful in both
directions. Additionally, the recall reveals a notable increase from R@1 to R@5 and from
R@5 to R@10. This is because the probability of finding the right match among the retrieved
elements increases as the number of elements is retrieved.

Table 3 compares also between the different RS datasets in terms of training time.
In our experiments, TextRS, and Merced datasets take around 5.8 and 7.9 h for train-
ing, respectively. For the Sydney dataset, which has only few hundred samples, the
time required for training is 0.6 h. On the contrary, for RSICD it takes 102 h as it is the
largest dataset.

Figure 4 shows the attentions produced by the vision and language transformers
when training on the image–text pairs. We recall that the method aligns the global feature
representations of the pooled features of words and image patches. This global matching
does not allow a full latent alignment using both image regions and words in a sentence as
context. Instead, the matching is guided in a weakly supervised way by the pooled features.
Yet, the attentions over the images and sentences produced by the transformers shows the
decision is taken by emphasizing on particular regions and words.

3.4. Comparisons to the Second and Third Configurations

In this set of experiments, we investigate the two other configurations for the vision
and text backbones. We recall that the two other configurations are based also on transform-
ers, except they differ on how they are pre-trained as mentioned in Table 4. The average
recalls of the three configurations as depicted in Table 4 reveal that the first configuration
based on CLIP is the best on all datasets and on both retrieval tasks. This clearly provides
an indication that using models pre-trained on image–text matching tasks are more suitable
for knowledge transfer compared with models pre-trained independently of image and
text classification tasks.
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Table 4. Average mR retrieval results for TextRS, Merced, and Sydney datasets based on three
different configurations: Config. 1: models pre-trained on text–image matching; Config. 2: models
pre-trained in a self-supervised mode; Config. 3: models pre-trained in a supervised mode.

Text to Image Image to Text

Config. 1 Config. 2 Config. 3 Config. 1 Config 2 Config. 3

TextRS 56.93 52.34 51.56 56.96 52.74 51.18

Merced 58.25 49.62 50.22 49.99 48.91 47.26

Sydney 52.62 51.52 51.32 51.57 49.46 50.97

3.5. Comparisons to State-Of-The-Art RS Methods

In order to assess the effectiveness of our retrieval method, we compare it against
different methods published recently, Tables 5–8 show the test results of the model on four
datasets: TextRS, UCM, Sydny, and RSICD. Table 5 compares the proposed transformer-
based model to the most recent retrieval techniques in terms of R@K for the TextRS dataset.
The work proposed by [28] is based on a CNN and a Bi-LSTM for image and text encoding,
respectively. The model was learned using a contrastive loss. While [21] used a bidirec-
tional triplet network composed of an LSTM and pre-trained CNN. It is evident that the
new methods significantly outperform the current techniques, while Table 6 contrasts the
suggested model for the UCM dataset with recently published techniques such as VSE++
SCAN, MTFN, and AMFMN. Work [29] proposed a multi-modal feature matching model



Appl. Sci. 2023, 13, 282 11 of 14

which used a multi-scale visual self-attention module to extract visual features and a triplet
loss for training. Finally, [30] proposed a model which incorporates an alignment module
to address the semantic relationships between text and images with the help of attention
mechanism and gate function. The obtained findings demonstrate the robustness of our
model against SOTA models for valid comparison. Tables 7 and 8 states the comparison
results. Table 7 shows the Sydney dataset results are reasonable compared with the most
recent research. The performance of the RSCID dataset clearly demonstrates the robustness
of the suggested method, which is presented in Table 8.

Table 5. Comparison between the state-of-the-art retrieval methods in the TextRS dataset in terms
of R@K.

Approach
Text Retrieval

mR
Image Retrieval

mR
R@1 R@5 R@10 R@1 R@5 R@10

Bi-LSTM [28] 19.02 55.25 71.72 48.66 22.95 59.52 77.23 53.23
Triplet [21] 12.55 41.62 62.09 38.75 12.55 39.53 59.53 37.20

Ours 24.55 65.66 80.60 56.93 24.08 66.04 80.78 56.96

Table 6. Comparison between the state-of-the-art retrieval methods in the Merced dataset in terms
of R@K.

Approach
Text Retrieval

mR
Image Retrieval

mR
R@1 R@5 R@10 R@1 R@5 R@10

VSE++ [31] 12.38 44.76 65.71 40.95 10.10 31.80 56.85 32.92
SCAN [32] 12.85 47.14 69.52 43.17 12.48 46.86 71.71 43.68
MTFN [33] 10.47 47.62 64.29 40.79 14.19 52.38 78.95 48.51

AMFMN-soft [29] 12.86 51.90 66.67 43.81 14.19 52.38 78.95 48.51
AMFMN-fusion [29] 16.67 45.71 68.57 43.65 12.86 53.24 79.43 48.51

AMFMN-sim 14.76 49.52 68.10 44.13 13.43 51.81 76.48 47.24
Ours 19.33 64.00 91.42 58.25 19.04 53.33 77.61 49.99

Table 7. Comparison between the state-of-the-art retrieval methods in the Sydney dataset in terms
of R@K.

Approach
Text Retrieval

mR
Image Retrieval

mR
R@1 R@5 R@10 R@1 R@5 R@10

SAM t-i [30] 9.60 34.60 55.80 33.53 5.80 32.70 48.10 30.57
VSE++ [31] 24.4 53.45 67.24 48.36 6.21 33.56 51.03 30.27
MTFN [33] 20.69 51.72 68.97 47.13 13.79 55.51 77.59 48.05
SCAN [32] 20.69 55.17 67.24 47.7 15.52 57.59 76.21 49.77

AMFMN-soft [29] 20.69 51.72 74.14 48.85 15.17 58.62 80.00 51.26
AMFMN-fusion [29] 24.14 51.72 75.86 50.57 14.83 56.55 77.89 49.76

AMFMN-sim 29.31 58.62 67.24 51.72 13.45 60.00 81.72 51.72
Ours 26.76 57.59 73.53 52.62 24.95 57.44 72.32 51.57
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Table 8. Comparison between the state-of-the-art retrieval methods in the RSICD dataset in terms
of R@K.

Approach
Text Retrieval

mR
Image Retrieval

mR
R@1 R@5 R@10 R@1 R@5 R@10

AMFMN-fusion [29] 4.90 18.28 31.44 18.21 5.39 15.08 23.40 14.62
VSE++ [31] 3.38 9.51 17.46 10.12 2.82 11.32 18.10 10.75
MTFN [33] 5.02 12.52 19.74 12.43 4.90 17.17 29.49 17.19

AMFMN [29] 5.39 15.08 23.40 14.62 4.90 18.28 31.44 18.21
SCAN [32] 5.85 12.89 19.84 12.86 3.71 16.40 26.73 15.61

SAM t-i [28] 6.59 19.85 31.04 19.16 4.69 19.48 32.13 18.77
CABIR [34] 8.59 16.27 24.13 16.33 5.42 20.77 33.85 20.01

Ours 9.14 28.96 44.59 27.56 10.70 29.64 41.53 27.29

4. Conclusions

In this work, we proposed a language based and vision-based framework for RS
text-to-image retrieval. To generate visual and textual representations, we used vision and
language transformer encoders. By maximizing a bidirectional contrastive loss associated
with text-to-image and image-to-text classification, we were able to align these represen-
tations. The experimental results on four different RS text–image datasets confirm the
promising ability of the proposed model compared with recent RS text–image retrieval
methods. For future developments, we propose to improve the retrieval accuracy by per-
forming a full latent alignment using image regions and words in a sentence as a context
instead of a global alignment of the image and sentence representations.
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