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Abstract: The world is targeting fully sustainable electricity by 2050. Energy storage systems have
the biggest role to play in the 100% renewable energy scenario. This paper presents an optimal
method for energy storage sizing and allocation in a power system including a share of wind farms.
The power system, which is used as a test system, is a modified version of the IEEE 39 bus system.
The optimization is applied using novel pharmacophore modeling (PM), which is compared to
state-of-the-art techniques. The objective of the optimization is to minimize the costs of power losses,
peak demand and voltage deviation. The PM optimization is applied using two methods, namely,
weighting factor and normalization. The optimization and simulation are applied in the DIgSILENT
power factory software application. The results show that normalization of PM optimization drives
the power system to less cost in terms of total power losses by up to 29% and voltage deviation by up
to 4% and better covers peak demand than state-of-the-art optimization techniques.

Keywords: transmission systems; energy storage systems; pharmacophore modeling; weighting
factor; normalization; wind farms

1. Introduction

The integration of energy storage systems with power grids is now essential since
power systems nowadays face more variability than before due to the increase in the
penetration level of renewable energies and electric vehicles. The operation of power
systems should be optimal to ensure achieving minimum operation cost, less power losses,
maximum lifetime and minimum voltage deviation. The dream for 2050 is to achieve
zero carbon dioxide emissions through 100% renewable power generation in the electricity
aspect to achieve sustainable development goal (SDG) number 7 in addition to other
disciplines, aspects and the rest of the SDGs such as organic agriculture and sustainable
water management [1].

Energy storage systems are now essential due to the high penetration level of re-
newable energies in power grids. There are many energy storage technologies that are
considered at a large scale (transmission level), such as hydro-pumped systems, battery
systems, hydrogen storage systems, compressed-air storage systems, super capacitors and
thermal energy systems. Each of the mentioned technologies can store energy in different
forms when there is an excess of generation with respect to electricity demand [2].

Energy storage systems in the power grid can play a big role in the optimal and reliable
operation of the system. Energy storage systems can improve the voltage profile, maximize
the penetration level of renewable energy, minimize carbon dioxide emissions, reduce the
power losses and minimize the operation cost of the power system at both transmission
and distribution levels [2–4].
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In [5], the authors used energy storage systems to operate a large-scale wind energy
system interconnected with a power system; the research focused on achieving grid code
requirements in operation, but there was no focus on the optimal sizing and placement
of the energy storage system to achieve optimal power system operation. In [6], the au-
thors presented different techniques to optimally size the battery energy storage system
to achieve generation adequacy with different renewable energy technologies but did not
consider the optimal operation of the power system. In [7], the authors applied optimal
sizing of the battery energy storage system for electric vehicle charging considering power
outages only. In [8], the authors applied optimal sizing of the energy storage system based
on economic value in the Korean power system, which includes wind energy generation
without considering optimal operation of the power system. In [9], the authors applied op-
timal sizing for controlling wind farm production interconnected with a distribution power
system but not in transmission-level power grids. In [2,4], optimal sizing and placement of
battery energy storage system is applied to achieve optimal power system operation at the
distribution level only without considering integration to the transmission level.

Many researchers applied different optimization techniques to optimally operate differ-
ent power grids and micro-grids by controlling HVDCs and renewable energy generation.
In [10,11], the authors applied corona virus optimization and teaching- and learning-based
optimization to optimally operate the Egyptian power system with minimum losses and
maximum penetration level of renewable energies. In [12], the authors applied TFWO to
optimally operate an IEEE 68 bus system in the presence of high-voltage dc cables (HVDCs).
In [13], the authors applied the doctor and patient algorithm to optimally regulate the
voltage and frequency of two interconnected micro-grids with 100% renewable power
generation including energy storage systems. In [14], the authors applied poor and rich
optimal control of a 100% interconnected farm in Egypt. In [15], the authors applied black
widow optimization to optimally manage the operation of a coastal micro-grid operated by
wind, wave and tidal energy technologies.

From the previous research’s conclusions, the gap clearly lies in optimally sizing and
placing large-scale energy storage systems in a transmission system including renewable
energies such as wind energy generation. Optimal sizing and placement should be achieved
for the optimal operation of the transmission system in terms of minimum operation cost,
losses and voltage deviation in addition to generation adequacy.

Nowadays, pharmacophore-based techniques have become an essential part of many
computer-aided drug design workflows and have been successfully used for many tasks
such as virtual screening, lead optimization and de novo design. Pharmacophores are
easy to comprehend and intuitive, which makes them also useful as a tool for medicinal
chemists to describe, explain and visualize ligand–target binding modes. Virtual screening
is considered the most common application of pharmacophore modeling; it is used as a
query for the virtual screening of large compound libraries. The main target of virtual
screening is the discovery of novel compounds that exhibit a set of desired pharmacophoric
features that are considered crucial for biological activity toward a particular target of
interest. The generation of a ligand-based pharmacophore model has become a key for
facilitating drug discovery in the absence of a macromolecular target structure. It is
usually performed by selecting the common chemical features from the 3D structures
of a set of known ligands representative of essential interactions between the ligands
and a specific macromolecular target. In general, pharmacophore model development
relies on multiple ligands (usually called training set compounds). Pharmacophore model
generation comprises two main steps: first, creating the conformational space for each
ligand in the training set to represent the conformational flexibility of ligands and, second,
aligning the multiple ligands in the training set to select the essential common chemical
features to develop pharmacophore models [16,17].
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The main contributions of this paper are as follows:

• Application of optimal placement and sizing of large-scale energy storage stations in
a power system (transmission level) including wind farms while achieving optimal
power system operation.

• Applying pharmacophore modeling as an optimization technique outside the phar-
macy discipline.

• Comparison between weighting factor and normalization methods for building the
multi-objective function.

• Employing energy storage system sizing and placement to achieve optimal operation
of a power system in terms of minimum cost and generation adequacy.

The rest of this paper is presented as follows: Section 2 illustrates the modeling of the
energy storage system(s), while Section 3 illustrates the optimization process to optimally
size and place the energy storage systems in transmission power systems. Section 4
illustrates the pharmacophore modeling as an optimization technique applied in this
research. Section 5 presents the main simulation results, while Section 6 presents the
discussions. Section 7 presents the main conclusions.

2. Energy Storage System Modeling

The energy storage systems are modeled in this research in the form of rates of charge
and discharge in equal intermissions, normally a period of one day (24 h). Those 24 h are
partitioned into m equal intervals from which the rates of charge and discharge ( CiT) are
calculated at m value to include 24, 48 and 96, respectively.

CiT =

 EB(1)
:

EB(m)

 (1)

where the energy in the energy storage system is EB(t) at time interval ranges from 1 to m.
To calculate EB(t) at each interval of time, Equation (2) is used based on Fourier Series.

EB(t) = a0 + a1 cos
(

2πt
T

)
+ b1 sin

(
2πt
T

)
+ . . . + an cos

(
2πt
T

)
+ bn sin

(
2πt
T

)
(2)

where a0, an and bn are Fourier coefficients, while T is the total period.
The charging and discharging rates are calculated in Equations (3)–(5) [4].

∆EB = EB(t)− EB(t− 1) (3)

PB(t) =
∆EB

∆t× ηcharging
(4)

PB(t) =
∆EB

∆t× ηdischarging
(5)

where the charging efficiency (ηcharging) is assumed to be the same as the discharging
efficiency (ηdischarging). Equation (4) represents the charging power PB(t) (usually positive),
while Equation (5) represents the discharging power PB(t) (usually negative). ∆t is the
sampling time interval in both equations. In this study, we assumed the energy storage
system efficiency to be 85%.

The optimal size of the energy storage system is shown in Equation (6).

Storage system size =

∣∣Emax
B − Emin

B
∣∣

DODmax
(6)
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where DODmax is assumed to be 80% as the maximum depth of discharge, while Emax
B and Emin

B
are the maximum and minimum values of energy, respectively.

3. Optimization Problem Definition

The power systems nowadays, with the great achievements in technology, have to be
operated in an optimal way. Due to the increase in the share of renewable energy in power
systems, the presence of energy storage systems is essential.

In this research, the sizing and optimal positioning of the energy storage systems acts
as a variable to achieve the minimization of many cost objectives as a multi-objective opti-
mization problem namely minimum power losses cost (CL), minimum voltage deviation
cost (CD) and minimum peak demand cost (CP).

CL = min((∑NL
K=1 Gk[V2

i + V2
j − 2|Vi|

∣∣Vj
∣∣cosδi − δj])× γL) (7)

CD = min((∑NL
i=1 1−Vi)× γD) (8)

CP = min(Pmax × ∆t× γP) (9)

where NL is the maximum number of power lines connected in the power system; Gk
is the conductance value in the transmission line ‘K’; the sending-end as well as the
receiving-end line voltages can be represented as Vi and Vj; the voltage angles of the line
can be given as δi and δj; while Pmax is the maximum real power at the reference bus
in a certain range of time. γL, γD and γP are the rate of the line losses cost, rate of the
voltage deviation cost and rate of the peak demand cost, respectively. The rates of cost were
assumed to be γL = 284 USD/MWh, γD = 142 USD/MWh and γP = 200, 000 USD

MWh /year
according to [4].

The multi-objective optimization is solved by two different methods, namely, the
weighting method (CW), assuming all objectives have the same weights, and the normal-
ization method (CN), by solving each optimization problem as a single objective for each
objective and then applying (11).

CW =
1
3

CL +
1
3

CD +
1
3

CP (10)

CN =
1

optimalCL
CL +

1
optimal CD

CD +
1

optimal CP
CP (11)

The variables of the optimization process are simply the buses that will host the energy
storage systems and the capacities of the energy storage systems.

The optimization process is subjected to many constraints related to energy storage
boundary limits during operation and also power system operation constraints in terms of
voltage limits, transmission lines’ thermal limits and power stations’ generation limits.

• Energy storage constraints

Pt
Charging ≥ PBmin (12)

Pt
Discharging ≤ PBmax (13)

EBmin ≤ Et
B ≤ EBmax (14)

The energy storage constraints in (12) and (13) are to ensure that the charging power
over the time should not be less than minimum energy storage power while the discharging
power should not be more than that of the maximum energy storage system power. The
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energy storage capacity should lie between the minimum and maximum capacities as
shown in (14).

• Bus voltage constraints

0.95 PU ≤ Vt
i ≤ 1.05 PU (15)

Each bus voltage over the time should have a value ranging from 95% to 105% of its
rated value.

• Transmission lines’ limits

St
Li ≤ SLimax (16)

Each line’s loading over time should not exceed its maximum limit.

• Power stations’ operation limits

PGmin ≤ Pt
G ≤ PGmax (17)

QGmin ≤ Qt
G ≤ QGmax (18)

Each power station’s active and reactive powers over time should have values between
its acceptable maximum and minimum limits according to the capability limits.

4. Pharmacophore Modeling

The pharmacophore concept was first introduced by Ehrlich in 1909 [17]. The phar-
macophore model is ‘a molecular framework that carries (phoros) the essential features
responsible for a drug’s (pharmacon) biological activity’. It can be defined as ‘an ensemble
of steric and electronic features that is essential to ensure the optimal interactions with
a specific biological target and to trigger (or block) its biological response’. A pharma-
cophore model can be generated either in a ligand-based manner, by overlaying a set
of active molecules and extracting common chemical features that are crucial for their
bioactivity, or in a structure-based manner, by spotting the possible interaction points
between the macromolecular target—mostly a protein and the ligands [16–19]. Recently,
pharmacophore modeling has been used in virtual screening, de novo design and other
applications such as lead optimization and multi-target drug design. In this study, we
detail the steps in the generation of a ligand-based pharmacophore model. A set of active
molecules were aligned over each other until the perfect superimposition was reached to
allow the choosing of the common features in these active molecules. The pharmacophore
model was then generated with the chosen common features, each feature with its tolerance
radius. Increasing the number of features and the radius of each feature makes the model
more tolerant, while decreasing the number and the radius of the features makes the model
more restricted. Then, the generated model was validated using a test set comprising
known actives and inactive molecules; the aim of this validation step was to evaluate the
performance in discriminating between the actives and inactives before using this model
in virtual screening over the coming steps. Evaluation of the performance of the model
occurred by calculating the true-positive percentage (TPP) and the false-positive percentage
(FPP); after calculating the TPP and the FPP (shown in Equations (19) and (20)), we can
assess the discrimination ability of the model between the actives and inactives. In case the
TPP and FPP results are not satisfactory, the model can be refined by tuning the features’
radius, either increasing the features’ radius if the TPP was low or decreasing it in case
the FPP was high [11,20,21]. The number of features can also be increased or decreased
during model refinement; if the strategy is to make the model more restricted, the number
of features should be decreased, and the contrary should take place in case we need a more
tolerant model. Several trials were conducted until the optimum form of the model features
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with their radius was reached, i.e., when the TPP is above 90% and the FPP is below 20%.
Figure 1 shows the flowchart of pharmacophore modeling as an optimization method.

TP% =
Number o f actives f iltered

Total number o f actives
× 100 (19)

FP% =
Number o f inactives f iltered

Total number o f inactives
× 100 (20)
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Figure 2 illustrates how PM is applied in this research to optimally size and allocate
the energy storage systems in a power system. When the objective function is changed,
the optimization process is repeated to optimally select the location and size of the energy
storage systems.
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Figure 2. Flowchart of PM application for optimal sizing and allocation of energy storage in a power system.

5. Simulation Results
5.1. Test System

The applied technique was tested in a modified IEEE 39 bus system shown in Figure 3 [22],
which is the conventional IEEE 39 bus system, in addition to four wind farms at buses 2, 6,
23 and 28 with wind speeds of 7.54, 8.12, 9.08 and 8.62 m/s, respectively, and active power
of 200, 250, 350 and 300 MW, respectively. The system was simulated in the DIgSILENT
power factory. The optimization process for the optimal size and placement of energy
storage systems was applied using DIgSILENT power factory 15.1 [23].
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5.2. Optimal Allocation and Sizing of Energy Storage Stations

The optimal sizing and allocation of the energy storage stations was applied to the
system using four different optimization techniques, namely, genetic algorithm (GA) using
weighting-factor multi-objective optimization [24], particle swarm optimization (PSO)
using weighting-factor multi-objective optimization [25], pharmacophore modeling using
weighting-factor multi-objective (WPM) and pharmacophore modeling using normalization
multi-objective (NPM). The results of the optimal sizing and allocation of energy storage
stations using each optimization alternative are shown in Table 1. The optimization was
applied considering a 30.6 GW total demand and a 7 m/s wind speed for all wind farms.
Table 2 shows the difference between the four alternatives in terms of total costs due to
losses (Cs) and time taken to apply optimization.

Cs = CL + CD + CP (21)

Table 1. Optimal sizing and allocation of energy storage stations using each optimization alternative.

Method Optimal Buses Allocation and Power for Energy Storage Stations

GA Bus 4 with rating 574 MW and Bus 20 with rating 611 MW
PSO Bus 7 with rating 152 MW, Bus 23 with rating 989 MW

WPM Bus 26 with rating 252 MW, Bus 4 with rating 230 MW, Bus 8 with
rating 307 MW and Bus 20 with rating 319 MW

NPM Bus 27 with rating 268 MW, Bus 3 with rating 225 MW, Bus 8 with
rating 309 MW and Bus 20 with rating 301 MW
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Table 2. Difference between the four alternatives in terms of total costs due to losses and time taken
to apply optimization.

Number of
Iterations

GA PSO WPM NPM

Cs (USD) Time (s) Cs (USD) Time (s) Cs (USD) Time (s) Cs (USD) Time (s)

300 2566 1245 2434 1177 2355 1003 2311 993
600 2304 2570 2316 2314 2122 2118 2056 2008
900 2110 3616 2098 3418 2087 3256 2037 3078
1200 2090 4022 2066 4001 2006 3992 2003 3962

5.3. Testing System after Energy Storage Stations’ Allocation in a Day under Normal
Operation Conditions

After allocating the energy storage stations in the power system, the change in hourly
demand and wind speeds in a day was assumed to be as shown in Table 3. The total power
losses for each hour were calculated using the four optimization alternatives as shown in
Figure 4, showing that NPM drove the power system to 8% lower power losses than that of
WPM. The results also showed that WPM was better than PSO by 13%. GA was the worst
scenario with 32% more losses than that of PSO. The voltage deviation index for each hour
was simulated using the four optimization alternatives as shown in Figure 5, showing that
NPM drove the power system to a 2% lower voltage deviation index than that of WPM.
The results also showed that WPM was better than PSO by 3.5%, while GA was the worst
scenario with 4.2% more deviation than that of PSO.

Table 3. The change in hourly demand and wind speeds in a day.

Time (h) Total Load (MW) Wind Speed (m/s)

0 29,184 5.5
1 28,799 5.1
2 27,904 4.6
3 27,396 4
4 26,728 4.2
5 25,949 4.3
6 25,208 4.8
7 25,329 4.4
8 26,086 4.3
9 28,170 4.1
10 29,147 4.3
11 29,512 4.5
12 30,250 4.8
13 30,476 4.9
14 30,830 5.3
15 30,546 6.2
16 30,654 7.1
17 30,613 7.9
18 30,190 8.2
19 30,746 8.6
20 31,751 7.5
21 31,348 6.8
22 30,829 5.9
23 30,558 5.6
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5.4. Testing System after Energy Storage Stations’ Allocation in a Day under Generator
Contingency Condition

Next, the generator in bus 32 was assumed to be out of service, the changes in the
hourly demand and the wind speeds were assumed to be as shown in Table 3. The total
power losses for each hour were simulated using the four optimization alternatives as
shown in Figure 6, showing that NPM drove the power system to 6% lower power losses
than that of WPM. The results also showed that WPM was better than PSO by 14%, while
GA was the worst scenario with 29% more losses than that of PSO. The voltage deviation
index for each hour was simulated using the four optimization alternatives as shown in
Figure 7, showing that NPM drove the power system to a 1.6% lower voltage deviation
index than that of WPM. The results also showed that WPM was better than PSO by 3.1%,
while GA was the worst scenario with 4.1% more deviation than that of PSO.
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6. Discussions

With the target of 100% renewable energy power grids, large-scale energy storage
stations will surely be required. The placement and sizing of such stations is going to
control the operation of the transmission power system not only the distribution one. In this
research, unlike previous work, an analysis of the optimal sizing and placement of the large-
scale energy storage stations was performed for the optimal operation of a transmission
power grid. The optimal operation focused on multiple objectives namely minimum
operation cost, power losses and voltage deviation in addition to generation adequacy.

The optimization was applied using pharmacophore modeling, which is used in the
medical sector in many applications [26], but this is the first time it has been applied in
solving an engineering problem. PM has better performance than state-of-the-art techniques
because it has parallel control on features and radius that pushes the search area toward a
near global minima solution. The variables of the optimization process were the locations
(buses that will host) and the sizing of the energy storage stations. The optimization was



Appl. Sci. 2023, 13, 6175 12 of 14

programmed in DigSILENT. Two methods, namely, weighting factors and normalization,
were used and compared to express the multi-objective optimization process.

The results after simulating the hourly data of the power systems in terms of load
and wind speeds showed that NPM had better performance than WPM in terms of total
power losses by 8% and voltage deviation by 2%. NPM had better performance than PSO
in terms of total power losses by 21% and voltage deviation by 5.5%. NPM had better
performance than GA in terms of total power losses by 61% and voltage deviation by 9.7%.
After simulating a generator outage from the power grid, the role of the energy storage
stations turned out to be bigger, and the following results were achieved: NPM had better
performance than WPM in terms of total power losses by 6% and voltage deviation by 1.6%.
NPM had better performance than PSO in terms of total power losses by 20% and voltage
deviation by 4.7%. NPM had better performance than GA in terms of total power losses by
49% and voltage deviation by 9.3%. The results also showed that the NPM optimization
process was performed faster than WPM by 30 s, PSO by 39 s and GA by a minute.

In the future, the same procedure and optimization can be applied in 100% renewable
energy transmission power grids [27] such that the role of energy storage will be bigger.
Future studies will also include the aggregation of energy storage stations similar to the
aggregation of wind energy stations [28]. The optimal allocation and sizing of energy
storage stations will also drive the power system to achieve further objectives such as equal
loading between transmission lines [29]. Since PM is fast enough, it can be applied for
optimal controller design in the power systems [30]. The normalization process can be
applied to better achieve the multi-objective optimal operation of power systems such as
maximum reactive power reserve with minimum power losses [31]; this may keep the
balance between the optimal management of active and reactive power in the power grid.

7. Conclusions

In future power systems, most of the power stations will be renewable energy based,
where energy storage stations will play a big role. The results of this research show that
pharmacophore modeling can optimally allocate and size energy storage stations in a power
system better than the genetic algorithm and particle swarm optimization. The results
of the research proved that the proposed NPM optimization drives the system to lower
total costs due to losses than that of WPM, PSO and GA with less optimization time. The
results also proved that NPM can drive the system to lower power losses and lower voltage
deviation than that of WPM and other optimization techniques at different wind speeds
and demand in normal operation conditions and in the generator contingency condition.
The results also confirmed that energy storage stations if optimally sized and placed in
a transmission system can drive the system to optimal operation in terms of generation
adequacy in addition to minimum operation cost, power losses and voltage deviation.
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