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Abstract: Most educators agree that essays are the best way to evaluate students’ understanding,
guide their studies, and track their growth as learners. Manually grading student essays is a tedious
but necessary part of the learning process. Automated Essay Scoring (AES) provides a feasible
approach to completing this process. Interest in this area of study has exploded in recent years owing
to the difficulty of simultaneously improving the syntactic and semantic scores of an article. Ontology
enables us to consider the semantic constraints of the actual world. However, there are several
uncertainties and ambiguities that cannot be accounted for by standard ontologies. Numerous AES
strategies based on fuzzy ontologies have been proposed in recent years to reduce the possibility of
imprecise knowledge presentation. However, no known efforts have been made to utilize ontologies
with a higher level of fuzzification in order to enhance the effectiveness of identifying semantic
mistakes. This paper presents the first attempt to address this problem by developing a model for
efficient grading of English essays using latent semantic analysis (LSA) and neutrosophic ontology.
In this regard, the presented work integrates commonly used syntactic and semantic features to score
the essay. The integration methodology is implemented through feature-level fusion. This integrated
vector is used to check the coherence and cohesion of the essay. Furthermore, the role of neutrosophic
ontology is investigated by adding neutrosophic membership functions to the crisp ontology to
detect semantic errors and give feedback. Neutrosophic logic allows the explicit inclusion of degrees
of truthfulness, falsity, and indeterminacy. According to the comparison with state-of-the-art AES
methods, the results show that the proposed model significantly improves the accuracy of scoring
the essay semantically and syntactically and is able to provide feedback.

Keywords: automated essay evaluation; neutrosophic ontology; semantic analysis; knowledge
representation

1. Introduction

Studies on computer-based assessment (CBA) and automated marking systems (AMS)
are booming because educators in a wide range of businesses are becoming more and more
interested in both. Automated grading has the potential to improve academic honesty by
making assessments more consistent and reliable. It could also reduce teaching expenses,
facilitate remote learning, provide students with immediate feedback, and cut response
times [1]. An essay is the best way to evaluate a student’s progress towards learning goals.
This is so because it suggests cognitive abilities such as memory, planning, and analysis.
Writing an essay helps students develop their communication skills as well as their ability
to analyze and implement information. It is a tedious and time-consuming procedure,
but essays and open-ended queries must be graded. Assumptions have been made about
the usefulness of machine learning in this area, specifically in the form of automatic essay
assessment systems that can assist educators [2].
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Essays are graded and evaluated by computers in a procedure known as automatic
essay evaluation (AEE). Essay assessment is not the same thing as essay marking. Compar-
atively, the essay assessment provides students with both a grade and detailed comments
on how to improve for next time. AEE is a valuable resource for educators because it not
only facilitates the evaluation of student progress but also reduces costs and workload
without compromising instruction quality. Numerous text mining applications can profit
from using an AEE system to rate and highlight the text’s substance, including cover letters,
scholarly papers, email classification, and so on. An example of such applications is in the
field of text mining in healthcare, where AEE can be used to rate the prescription that the
doctor wrote to treat a specific disease according to the reference approved in this case for
writing the prescriptions. After that, a text mining algorithm can be used to examine large
collections of doctors’ perceptions to discover new information or help answer specific
questions. To date, most attempts at automating essay scoring (AES) have centered on
identifying a suitable machine learning (ML) algorithm and identifying relevant features
for teaching the ML algorithm for AES [3,4]. The process of grading essays is depicted in
Figure 1.
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The current AES systems regularly encounter difficulties. To begin, evaluating essays
is challenging because of linguistic ambiguities and the fact that there is no single “cor-
rect” response to any given query. To continue, e-learning material items and e-learning
platforms have distinct connection infrastructures. Third, an effective essay evaluation
system must gather data about the student’s knowledge. Information retrieval, data min-
ing, and natural language processing systems have all benefited from word-based and
statistical methodologies, but there is still an urgent need for deeper text understanding.
A fourth area where improvement in textual information handling is needed is in the
area of ideas, semantic connections, and the surrounding information required for the
notion of disambiguation. Finally, the method needs to be trustworthy and practical for
educators [5–7].

The current AES approaches take numerous perspectives into account when analyzing
the essay. Some of them give the essay a grade based on its quality as described by a set of
characteristics that can be roughly categorized as style, content, and semantic attributes [8–11].
The vocabulary, syntax, and techniques (spelling, capitalization, and punctuation) are the
main focuses of style. Most systems for evaluating writing styles rely on statistical techniques,
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which produce reliable outcomes but struggle to handle morphology when evaluating style
attributes. An essay’s content characteristics are founded on comparisons to the essay’s
source text and to other essays that have already been evaluated, and they provide only a hazy
description of the essay’s semantics. The foundation of semantic characteristics lies in ensuring
that the content’s meaning is accurate. Attributes from essays can be extracted using several
different methods and tools. The most popular approach uses natural language processing
(NLP)-based techniques. Latent semantic analysis (LSA) is widely used by content-centric
systems; it is a machine learning technique for analyzing the relationships between a corpus of
texts and the words within them. Though it excels at finding connections between documents,
it ignores the sequence of words. Although these strategies properly ground the essay in its
subject area, they do little to address the essay’s ambiguous language.

Latent semantic indexing (LSI), a kind of latent semantic analysis (LSA), is the process
of examining documents to extract their hidden meanings and ideas [12]. Even though
LSA was not designed to be a teaching aid, it was easy to see how its power to assess
lexical similarity could be used for essay grading. A high degree of semantic similarity
between the essay and the text (syllabus) is desirable given that essays are usually intended
to evaluate a student’s knowledge and that this knowledge is often acquired through
examining a text. Since LSA is not dependent on any particular auxiliary structures, it can
be used to extract the meaning and substance of documents expressed in any language.
One major drawback of LSA is polysemy. This means it cannot serve as a representation of
the term if it can have multiple interpretations [13].

Ontologies provide a common language for describing the meaning of a topic, so
information can now be automatically processed to figure out what it means. Communities
concerned with lexical similarity have taken a keen interest in ontology in recent years [14].
This is due to its provision of a conceptualization of knowledge that is linked through
semantic connections. The use of ontology is not without its restrictions. One of these is
the challenge of effectively moving information learned from text to more abstract and
philosophical concepts. Second, ontology has trouble dealing with and comprehending
ideas whose meaning and connections are unclear. In this way, fuzzy theory can be
extremely useful. In contrast to the clear-cut ideas of a topic ontology, a fuzzy ontology
includes a wider range of possible interpretations. For the purposes of resolving uncertainty
reasoning issues, domain knowledge descriptions are preferable over ontologies of the
domain [15–18].

With the help of fuzzy ontology, the search can be broadened to include all relevant
concepts, eliminating the need for exact terminology in order to obtain a usable result
(since the context of a document need not be identical for the user to learn from it). Fuzzy
semantics, the investigation of fuzzy ideas and fuzzy words, is another benefit of fuzzy
ontologies because of their adaptability in moving from one ontology to another [14,18].

Fuzzy ontologies are more accurate representations of reality because they allow
for gradations of quality in assessments; however, this increased realism comes at the
expense of increased indeterminacy, which can be addressed by employing neutrosophic
logic [19]. It is possible to include varying degrees of truth, falsity, and indeterminacy in
neutrosophic logic [20]. The work presented in this paper utilizes a neutrosophic ontology
for representing the knowledge of essays’ features, with the end goal of developing a fully
automated scoring engine for English writing assessments.

1.1. Problem Statement

The purpose of essay evaluation is to autonomously assign a grade to a student’s essay
based on several characteristics. These systems analyze the linguistic characteristics of text
fragments and take text semantics into consideration in an imprecise manner. Current AES
systems are syntax-centric, meaning that they use measures of text similarity but pay no
attention to semantics. While much progress has been made, the latter technologies are
still not fully automated. At least in the beginning stages, present AES systems call for
human input. Constructing an appropriate matrix depiction of word use or frequency also
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necessitates a large quantity of data, and the complexity of the calculations involved is high
because of the large size of the involved matrices. In addition, current AES systems do not
offer error feedback, which is crucial for training purposes.

1.2. Motivation of the Work

Exams based on essays are generally seen as an important part of the learning process.
Teachers benefit from having this information because it allows them to better understand
their students’ progress and challenges. However, when a lot of exams need to be graded at
once, the teacher finds himself too busy and unable to give students high-quality feedback
in a reasonable amount of time. One of the problems with essay exams is what is generally
referred to as bias, which means that different teachers of the same topic can provide wildly
varying evaluation ratings for the same applicant. Many methods were tried and found to
be very successful in automatically evaluating essays. However, they still face problems.
Most of these techniques concentrate only on grammar and spelling mistakes, but they
do not pay attention to semantics. Motivated by the above technical problems and the
evolution of technological systems, especially natural language processing (NLP), there is a
rising concern about the use of semantic AES systems to minimize the time, money, and
effort spent by institutions.

1.3. Contribution and Methodology

The novelty of the proposed automated essay evaluation model is that it utilizes
a neutrosophic ontology to check for semantic errors in the essay and give feedback
to the student. Furthermore, with the aim of enhancing the traditional syntax-based
AES, the suggested model utilizes coherent measures to check the global semantics of
the essay and track the flow of the text’s semantic changes. Integrating neutrosophic
reasoning within the ontology building process helps to overcome the problem of concepts’
vagueness. Neutrosophy enables us to evaluate and classify objects by considering their
truthfulness, falsity, and indeterminateness about their membership in a certain set. The
work presented in this paper presents the first effort to embed neutrosophic ontology in
AES systems to provide feedback with the score. This model can use more attributes to
enhance its scalability.

The rest of this paper is detailed as follows: Section 2 summarizes some preliminaries
related to fuzzy ontology and its extension version, neutrosophic ontology that represent
the main component of the suggested model. Section 3 provides a literature survey of
works related to essay evaluation systems. Section 4 presents the proposed neutrosophic
ontology-based AES model. Section 5 reports the evaluation of the proposed model along
with the results and the discussion. Finally, Section 6 contains the conclusion of the work
and the directions that could be taken in future works.

2. Preliminaries
2.1. Fuzzy Ontology

An ontology, in the field of computer science, is a systematic description of the in-
formation stored in a collection of concepts within a topic and the connections between
those concepts. Those who study semantic similarity have taken a keen interest in ontology
recently [14]. This is because it offers a coherent, semantically linked idea as a depiction of
the information. An ontology is a directed acyclic network with a root node, in which ideas
are organized in a hierarchy framework [15]. Concepts with less depth, those closer to
the root, have a wider meaning, while those with more depth, those further from the root,
are hyponyms with more particular meanings. A domain is represented by an ontology,
which has four essential parts: (1) Entities in a domain are represented by concepts; (2) A
relationship describes how concepts interact; (3) In the context of the domain, an instance
represents a specific illustration of a concept; (4) Axioms are used to indicate a proposition
that is always true [16].



Appl. Sci. 2023, 13, 8601 5 of 26

Ontologies may be conceptualized as a directed graph in which concepts are connected
to one another primarily by taxonomic (is-a) and, in certain situations, non-taxonomic
links. Calculating similarity is as easy as finding the shortest route between two ontology
nodes using is-a links, which is achieved by mapping input words to ontology concepts
using their textual labels [17,18]. In this case, path(a, b) = l1, . . . .lk is the set of all possible
links between the taxonomic words a and b. Determine the length of this route by setting
|path(a, b)| = k. The semantic distance dis(a, b) between a and b is thus defined as when all
feasible routes between a and b are considered [21,22]:

dis(a, b) = min
∀i
|pathi(a, b)| (1)

Formally, an ontology is a 4-tuple O = (C, P, R, A) where (1) C is a collection of
domain-specific concepts. Ontologies often treat concepts as classes. (2) P represents
certain properties of concepts. In this definition, p ∈ P is an instance of the ternary relation
p (c, v, f ), where c ∈ C is an ontology concept, v is a property value linked with c, and f pro-
vides constraint on v. Some of the restrictions are: type ft ∈ {boolean, integer, float, string,
symbol, instance, class, . . .}. Ontology editors often work with a uniform set of data types;
the upper and lower bounds of the property’s values are specified by the cardinality f c;
the notation range f r denotes an allowable range of values for the property. (3) R =
{r|r ⊆ C× C× Rt} is a collection of concepts and their corresponding binary semantic
relations as specified in C. Rt = {one− to− one, one− to−many, many− to−many} is
the type-relationship sets. A set of fundamental relations is defined as {synonym of, kind
of, part of, instance of, property of} ⊂ R. (4) A is a set of axioms. A true truth or reasoning
rule is called an axiom. See [15] for more details.

What follows are some of the most common problems with ontology languages
and how to prevent them [15]. (1) Due to the lack of information, the quality of the
ontology-based model’s information retrieval outputs is worse; (2) The development of
an ontology language comes at a high cost; (3) Ontologies have a limited number of facts
and axioms; (4) The language’s vagueness is something it is unable to deal with. Ontology
and metadata imperfections should thus be considered. By avoiding imperfections and
making assumptions about the quality of ontologies and metadata, we may develop new
ontologies by showing how semantic information is used in the domain [19–23].

On description logics, crisp ontologies are built. As a result, they cannot deal with
imprecise information easily [15]. To enhance ontologies’ capacity for representation
and provide exact representation of imprecise data, a fuzzy ontology is utilized. An
ontology that employs fuzzy logic to create a more intuitive representation of imprecise
and vague knowledge for the purpose of facilitating reasoning about it is called a fuzzy
ontology [22]. The idea of fuzzy relations is first introduced in fuzzy ontologies. Degrees of
relationship between concepts or individuals may be stated in the interval [0, 1], allowing
for a variety of possible degrees of relationship. To construct the imprecision connection, a
fuzzy membership function may be used in this manner [14]. The modification is entirely
incremental; conversion to a fuzzy ontology adds membership values to the currently
existing relations and may also add new entries in the ontology. The ontology membership
is normalized with respect to each of the terms in the ontology; that is, the sum of the
membership values of each term in the ontology is equal to 1. The fuzzification process of
the crisp ontology is shown diagrammatically in Figure 2.

Fuzzy ontology is the hierarchical description of every instance with its fuzzy member-
ship value belonging to a class. A fuzzy domain ontology is a 4-tuple OF = (C, PF, RF, AF),
where (1) A collection of concepts is called C. Each concept has certain properties here that
have the values of a fuzzy concept or fuzzy set, which differs from the notion of a crisp
ontology. (2) A group of properties is called PF. A property pF ∈ PF is described as a 5-tuple
of the form pF(c, vF, qF, f , U), where c ∈ C is an ontology concept, vF is a representation
of property values, qF is a model of linguistic qualifiers that can control or modify the
strength of a property value vF, f is a representation of restriction facets on vF, and U is the
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universe of discourse. Both vF and qF are fuzzy concepts at U, but qF modifies vF’s degree
of fuzziness. (3) RF is a set of inter-concept relations between concepts. rF ∈ RF defined as
a 5-tuple of the form rF(c1, c2, t, SF, U), where c1, c2 ∈ C are ontology concepts, t represents
relation type, SF models relation strengths and is fuzzy concept at U, which can represent
the strength of association between concept-pairs 〈c1, c2〉. (4) AF is a set of fuzzy rules. In a
fuzzy system the set of fuzzy rules is used as knowledge base. Table 1 shows the difference
between fuzzy and classical (crisp) ontology [20].

Table 1. Differences between fuzzy and classical ontology.

Aspect Fuzzy Ontology Crisp Ontology

Multiply-located terms Does not occur Issue for disambiguation
Query expansion Depends on membership value Depends on location value

Customization Modification of membership value is the
only requirement

Requires new ontology and/or sharing of
ontology

Intermediate locations for grouping Unnecessary Construction necessities—may be useful

Storage required

Can be smaller or larger than crisp
ontology based on the number of terms
in the ontology and the membership
values of the relation.

Depends on the number of terms
contained in the ontology.
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An extended fuzzy ontology is a 7-tuple OF = (ca, CF, R, F, Q, O, U) where ca, CF, R,
F, U have same interpretations as defined in fuzzy ontology and Q is the set of the linguistic
qualifiers. A qualifier q ∈ Q and a fuzzy concept cF ∈ CF compose a composition fuzzy
concept that can be the value of ca. O is the set of fuzzy operators at U, which is isomorphic
to Q. Most academics analyze applications that incorporate fuzzy ontologies or use the
standard techniques for evaluating crisp ontologies while evaluating fuzzy ontologies.
Only one study, [24], in which a unique metric is established as follows, is clear about
assessing fuzzy ontologies.

K = ∑(p 6=0) p/n−∑pi=0 0.1/n− log(n1/n) (2)
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where n is the total number of ontology terms, and n1 is the total number of valuable
domain terms that were extracted from selected text documents but are not ontology terms;
p stands for the value of probability of (sub) property of ontology element, which indicates
the probability that this element locates in the correct position. The learning process is
said to be functioning effectively when metrics are increasing, and poorly when they are
dropping [22–26].

2.2. Neutrosophic Ontology

In real life, indeterminacy can be seen everywhere. A neutrosophic ontology is
a sextuple ON = (I, C, T, N, X, indeterminacy) where I and C are the sets of instances
and classes, respectively. Taxonomy relations among the collection of concepts C are
denoted by T. The set of non-taxonomy neutrosophic associative relations is indicated
by N. The logical language in which a collection of axioms is stated is called X. The
degree of indefiniteness present in the overlapping area is known as indeterminacy [19,20].
Neutrosophic ontology is the integration of traditional and fuzzy ontologies. Neutrosophic
ontology is a hierarchical description of every instance belonging to an overlapping region.
Every instance will reveal the level of truth, indeterminacy, or falsity, allowing us to assess
the probability that it falls into a certain category. The concept of neutrosophic ontology
is the same as that of fuzzy ontology, except after defuzzification, the output value is
expressed as a triplet, i.e., truthness, indeterminacy, and falsity [19].

Inconsistency and indeterminacy are different situations. For example, a proposition
can sometimes be true or false; this is an inconsistency. Sometimes we cannot get accurate
results about a problem because of indeterminacy. As such, in an intuitionistic fuzzy set,
hesitancy specifies uncertainty, and a neutrosophic set models inconsistency. Namely, in
a neutrosophic set, results are accurate but inconsistent; in fuzzy sets, some results have
incomplete information. Logically, indeterminacy function (I) is a complement of the
member and non-member functions (T, F); that is, indeterminacy function explicitly exists
in neutrosophic sets. It should note that indeterminacy function takes a value >0 when
available information of phenomenon or problem are incomplete.

3. Related Work

Though the automated scoring systems that are already in place have worked well
in the past, they all have the same major flaw. None of these methods made an effort to
weight students’ responses based on their importance. These methods instead combined
NLP-based algorithms, statistics, probabilities, and other data sources such as corpora to
arrive at a more accurate approximation of a student’s score. Semantic similarity research
was widely implemented in essay grading [27–29]. However, they require a massive
annotation effort in terms of cost, time, and expertise. In addition, semantic parsing is not
fully automated [30]. In [31], the K-Nearest Neighbors (KNN) was used as a categorization
method for grading essays. This algorithm uses a dictionary that understands both Thai and
English to break down text into individual responses to numerous keywords and phrases.
Next, they combined the matching and word similarity methods with the KNN algorithm.
KNN performs well when there are few input variables, but it becomes increasingly difficult
for the algorithm to anticipate the outcome of a new data point as the number of input
variables increases.

When the idea of ontology became widely available, it was put to use in grading
essays [32–34]. In [35], the authors evaluate essays using a system that combines semantic
matching, ontology creation, information extraction, and the Unified Modeling Language.
The method takes advantage of WordNet to calculate the depth of the Least Common
Sub-Summer, a metric that gauges the semantic relatedness between material taken from
the ungraded essay and some other graded essays. The use of a large collection of already-
scored essays helps keep the system’s initial training costs low. In addition, the system’s
ontology-based structure and the use of layers (a presentation layer, a business layer, and a
data layer) facilitate the provision of insightful input to students. The primary issue with
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the model is that it cannot assess essays whose subjects deviate from those picked, as the
taxonomy only includes knowledge about those topics.

Deep learning, defined as multi-layer neural networks that autonomously acquire
valuable characteristics from data, was brought to the area of essay grading by the authors
in [36]. In this instance, the lower layers learn the receptors for more concrete characteristics,
while the upper layers learn more abstract features at a higher level. Using neural network
design, the system discovers a dispersed illustration for each word in a collection according
to its local context. The automated feature extraction in this system makes it more cost-
effective to teach the evaluation system on a large collection of already-graded essays.
However, it struggles to isolate the textual features that the network has determined to be
most informative. In addition, it does not engage with semantics but rather tests for correct
grammar and syntax.

Latent semantic analysis (LSA) has been widely adopted in the area of essay grading in
recent years. It was used sometimes with integration with fuzzy logic and sometimes with
clustering techniques. When it is integrated with clustering, it achieves some success as it
does not need pre-specified classes or categories, so it does not need pre-training. The fuzzy
function assigns LSA a fair amount of weight. Even so, it does have some disadvantages.
As it stands, LSA is unable to determine whether repeated words are useful. LSA only
cares about precise word similarities and ignores how those words are used in context [37].
Another work [38] integrated LSA with the K-nearest neighbor algorithm in essay scoring.
The only advantage of this approach was that the correlation degree checked similarity
between paragraphs and within paragraphs, so it checked cohesion and coherence. Yet,
distance between neighbors is dominated by irrelevant features, and the weights of some
words, such as modal verbs, are small because they are distributed evenly among the
classes, which can affect the result.

In [39], N-Gram was integrated with cosine similarity in an AES system. It weighs
terms using term frequency-inverse document frequency (TF− IDF). The level of agreement
between the teacher’s responses and the students’ responses is calculated. Exam scores
will be determined by the cosine value of this procedure. N-Gram is used to overcome the
default of cosine similarity, so word order is taken into consideration. When compared to
other methods, such as LSA and similarity by cosine, server performance was shown to be
favorable due to reduced CPU consumption and accelerated load times. Despite this, the
system remained stuck with the drawbacks of N-gram and cosine similarity. N-gram has
also been proven to be better for calculating similarity in short sentences only, and cosine
similarity does not take word order into consideration.

Using a fuzzy semantic optimal control retrieval approach to extract useful data from
an English information table was proposed by the authors in [40] to improve the AES
model’s accuracy. This study uses a two-stage training method. First, standard English-to-
English translation data were used to build the model. Then, English-to-English translation
data, which include fuzzy semantic information, are used to adjust the model for the best
control. The model is split into two parts: a sequence-generating network that can forecast
the probabilities of individual words and an assessment network that may predict the final
results of sentences. In order to increase the reliability of automatic writing scoring systems,
the authors in [41] devised a methodology to use deep learning methods in a wireless
network environment. The results of the experiments show that the technique is effective
in evaluating the writing skills of English as a second language (ESL) students, opening the
door to the development of an automatic composition grading system for use in massive
online machine exams and self-study websites.

The primary goals of the study reported in [42] are the proposal and training of a
long-short-term memory (LSTM) model on a collection of hand evaluated essays with
scores. The purpose of sentiment analysis is to establish whether an article is positive,
negative, or neutral. A sentiment algorithm is constructed using the Twitter sample dataset,
and the student’s opinion towards a subject is used to analyze the sentiment. All essays also
go through a plagiarism check and a check for grammatical mistakes to ensure originality.
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The essay’s quality, number of syntactical mistakes, proportion of copying, and general
tone all factor into the final score. Students receive constructive criticism in the form of a
revised essay.

For automatically scoring spoken Chinese-English translation, the authors of [43]
propose using attention LSTM. Semantic terms, phrase drift, and naturalness of speech
were prioritized as primary criteria for evaluation. In this article, we employ the synonym
discrimination technique to isolate the terms that are essentially the same in all the exam
takers’ answers. The attention LSTM model is applied at the sentence level in order to
analyze the examinees’ ability to convey the main idea of the sentence in their translation.
Lastly, a person’s level of ease in speaking is evaluated according to their tempo, rate,
and spread of speech. Each of these three factors contributes to the ultimate translation
quality score, which is calculated by adding up their respective weights. The testing
results demonstrate that, in comparison to other techniques, the suggested approach yields
outcomes that are in excellent accord with those obtained through human scoring.

In [44], researchers investigate human-machine joint grading of subjective assignments
using a three-way decision-making process (TA-S3WD). To begin, the authors suggested a
TA-S3WD model for human-machine task distribution to set up a formal structure for human-
machine joint grading of subjective assignments. Second, they developed a human-machine
joint subjective assignment scoring model by combining bidirectional long short-term memory
(Bi-LSTM) with the TA-S3WD model. In [45], the authors suggest a novel architecture built on
top of recurrent neural networks (RNNs) and convolutional neural networks (CNNs). From
the word embedding vectors and the important semantic ideas, the multilayer convolutional
layer in their architecture learns and captures the contextual aspects of the word n-gram to
create the feature vector at the essay level. To retrieve past and future contextual models, a
bi-gated recurrent unit RNN (BGRU) version was used.

In [46], the authors provide a technique for automating the prediction of subjective scores
that is both more accurate and more streamlined than previous approaches. Twenty-one lan-
guage characteristics are evaluated from the assignments, including syntactical, grammatical,
emotional, and readability, to account for all the main considerations of a human evaluator.
The Automated Student Assessment Prize (ASAP) competition dataset, hosted on Kaggle, is
used in this investigation. Quadratic weighted kappa (QWK) is used as the assessment tool;
it calculates the degree to which an algorithm’s prediction matches a human-graded score.
Using the discovered language characteristics, we explore four different machine learning
methods. Among the chosen ML methods, a three-layer neural network with feature selection
had the highest QWK. Table 2 summarizes the major categories that recent AES systems
follow from the perspective of their strengths and limitations.

Though research on automatic essay grading goes back several decades, it still has
considerable room for improvement in terms of efficiency and applicability. The analysis
indicates that previous research mainly focused on (1) evaluating essays based on their
level of linguistic and vocabulary difficulty, (2) ignoring essay consistency (coherence), and
(3) failing to give students feedback on their errors. According to our Google Scholar
research, little attention has been paid to suggesting novel methods of assessing the gram-
matical and semantic quality of student essays, as well as checking for internal consistency
and providing students with constructive criticism.

Apart from feature extraction and training machine learning models, no system is ac-
cessing the essay’s completeness. No system provides feedback to the student response and
is not retrieving coherence vectors from the essay—another perspective on the constructive,
irrelevant, and adversarial student responses still questioning AES systems. All research
concentrated on extracting the features using some NLP libraries, training their models,
and testing the results. Yet there is no explanation in the essay evaluation system about
consistency and completeness. Another limitation is that there is no domain knowledge-
based evaluation of essays using Machine Learning models. In the following section, we
will dive into the specifics of the proposed AEE model, which is based on a neutrosophic
ontology and aims to improve semantically- based evaluation.
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Table 2. Summary of an automated essay scoring systems approaches.

Scoring Method Approach Strengths Limitations

String based

Use statistics to measure the
similarity between texts to
assign a score to the
student essays.

1. It is very simple.
2. Ability to incorporate term
weights; any kind of term
weight can be added.
3. Partial matching is allowed.

1. Assumed independence relationship
among the terms.
2. Checks lexical similarity and the
not semantics

Corpus based
Use a corpus to get probability
or frequency of a word in
a corpus.

Preprocessed corpus to reduce
computations.

1. Corpus is domain dependent.
2. Some words might get
same similarity.
3. Semantic vectors are sparse.

Knowledge based

Use dictionary information
such as WordNet to get
similarity (for example, path
and depth, word
relationships, etc.).

Adoptions of human crafted
knowledge graphs can
increase accuracy.

1. Limited words.
2. Some words can get same similarity
if they have the same path and depth.

Ontology-based Generate the domain concept
ontology in essays

Ontology offers
domain-specific semantic
correspondences where open
domain answers would not be
assessed effectively

There are several uncertainties and
ambiguities that cannot be accounted
for by standard ontologies
Does not utilize ontologies with a
higher level of fuzzification in order to
enhance the effectiveness of identifying
semantic mistakes

4. The Proposed Neutrosophic Ontology Based AEE Model

The following input and output criteria have been defined in order to model the auto-
mated essay evaluation problem as a supervised machine-learning problem: An example of
input is a student’s answer to a question. Which label is ultimately given (the classification
task) depends on how closely the student’s response matches the corresponding model
answer. It is possible to give a mathematical formulation of the AEE issue as follows: Many
machine learning (ML) categorization methods work by giving each data instance i a value
that represents how well it fits into category k [47].

Score (xi, k) = βK.xi (3)

xi is the feature vector for data instance i and βK is the weight vector for category
k. Score(xi, k) is the value calculated after classifying instance i into category k. During
this stage, a classifier is trained using features drawn from the training set’s many data
instances. By doing so, we can determine the ideal weights βK for each category k that
aid in the prediction of category k for each data instance in the test phase [1,2,4,6]. In this
type of feature analysis, the essay answer is analyzed in terms of its structure where the
coherence, writing style, and spelling mistakes are being considered.

The unsupervised learning paradigm relates to the challenge of categorizing data without
using a predetermined example or training set, but rather using a distance or similarity
function. In the unsupervised AES, each answer is compared with a reference answer or other
student answers to produce a similarity score, which is then utilized as the answer’s final score.
This kind of pairwise similarity may be employed alone or in conjunction with a clustering
approach that seeks to arrange similar responses into numerous groups (grade A, grade B,
etc.). In the supervised learning paradigm, on the other hand, a prior or example dataset is
created to train the classification algorithm. In this respect, previous students’ answers, as well
as reference answers, are presented with their real instructor score, with the goal of training
the machine learning algorithm to predict the score of incoming, testing, or unknown answers.
The purpose of this learning process is to predict a numeric value rather than a predefined
class label (i.e., machine learning classification).

In this section, a novel model is presented that, rather than focusing on grammar
alone, considers the essay’s totality (its vocabulary, semantic, and content characteristics).
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Semantic assessment is the main emphasis, and students receive meaningful feedback
as a result. Semantic characteristics are incorporated to ensure that the essay as a whole
makes sense based on the connections made between ideas, rather than merely between
adjacent words. The model additionally checks for coherence in the essay by identifying
entities, relationships, and cross-concepts. It also makes an effort to employ commonsense
knowledge ontologies (in our case, the neutrosophic ontology), allowing them to function
across a variety of domains. Figure 3 is the high-level schematic representation of the
proposed model. The sections that follow will go into depth on each stage of the suggested
AEE paradigm.
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4.1. Step 1: Preprocessing Phase

The model starts by reading an article and segmenting it into sentences during the pre-
processing stage. Tokenization, part-of-speech tagging, detecting and labelling stop words
and determiners, converting to lower case, and stemming are some of the preprocessing
procedures it performs after making a copy of each sentence. This is necessary since the
model cannot handle the essay as a whole [47].
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4.2. Step 2: Calculate Syntax Grade

The grammar, syntax, and lexical extent of the essay are all evaluated in two stages to
arrive at the syntactic mark [5–7].

4.2.1. Lexical Analysis

According to [48], the best and most popular technique to quantify lexical richness is
via a type-to-token ratio. This ratio is calculated by dividing the number of unique lexical
items (tokens) by the total number of lexical items in the essay. To figure out how many
lexical words are in an essay, each lexical item has been counted once. This means that the
singular and plural forms of a single lexeme are counted as two items. Different versions of
the same word were only counted once when figuring out how many different words there
were. Errors were excluded from the calculation of the second lexical difference measure.
The following factors contribute to the total lexical richness:

Lexical Variation (With Error) : LV1 = ∑ Lds/∑ Ls (4)

Lexical Variation (Without Error) : LV2 = ∑(Lds −∑ LEs
)
/∑ Ls (5)

Percentage of Lexical Error : LE = ∑ LEs/∑ Ls (6)

Lexical Density : Ld = ∑ L/∑ Tw (7)

where Lds is the total of the items in each segment, Ls is the sum of lexical items (without
stop words) per segment, LEs is the sum of lexical errors per segment, Tw is the total
number of words in the essay (including stop words), and L is the total number of items.

4.2.2. Parsing

A grammatical review is performed here. It breaks down an article word by word,
looking for patterns in the language. In the end, the decoding process yields a parse tree
that looks like Figure 4, with the sentence at its base and intermediary nodes (noun phrases,
verb phrases, etc.) having offspring and thus being called non-terminals [5,6]. A parsing
tree application within the NLTK (Natural Language Toolkit) from Stanford was utilized to
parse the sentence. If the node is broken at the higher nodes, the student will lose marks
from 0.5 to 1. If the tree is broken at lower nodes, the student will lose marks from 0.1 to 0.4.
The mark will be estimated according to the depth of the node. The result of the lexical
analysis and parsing tree operations is a vector that contains five elements that are the
average of the corresponding elements of each part of the essay.
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4.3. Step 3: Calculating Semantic Grade

Semantics are important in the evaluation of essays, as students may write sentences
that are irrelevant to the subject of the essay. Semantics is the study of the meaning of words
and sentences. Using sematic grading, the essay scoring system provides a systematic
checking of essay based on the similarity of its meaning to the model as implied on the
content. This system assesses answers to subjective questions by finding a matching ratio
for the keywords in instructor and student answers. Coherence characteristics, which verify
the essay’s uniformity, are based on the assumption that the essay’s lexical content evolves
naturally as the reader progresses through the text [6,7]. In order to break down essays
into their various components, the algorithm first moves a frame (window) over the text in
increments of 40 words. The standard number of words in an essay is used to determine
how big a “window” should be.

4.3.1. Semantic Space

The essay must be translated into a language understood by computers. One way
to quantify a word’s significance in a corpus is via its term frequency-inverse document
frequency (TF-IDF) representation [8]. The regularity with which a word (term) t appears
in a document d is the basis for the term frequency TF(t, d). When looking for how
uncommon a word is throughout a collection Ds, one can use the inverted document
frequency IDF(t, Ds) [8].

TF− IDF(t, d, Ds) = TF(t, d)·IDF(t, Ds) (8)

TF− IDF(t, d, Ds) =
|{t ∈ d}|
|{w ∈ d}| ·log

|{d ∈ Ds}|
|{d ∈ Ds : t ∈ d}| (9)

where w represents the relative weight of the words in each segment of the essay in relation
to the word frequency of the essay as a whole. Simply put, the frequency of a term in a text
determines its weight. Coherent essays are presumed to have a high degree of proximity
between points in high-dimensional semantic space that are characterized by the TF − IDF
vectors of essay parts [9,10,49,50].

4.3.2. Coherence Analysis

Coherence is about making everything flow smoothly. The reader can see that every-
thing is logically arranged and connected, and relevance to the central focus of the essay
is maintained throughout. Coherence characteristics, which verify the essay’s uniformity,
are based on the assumption that the essay’s lexical content evolves naturally as the reader
progresses through the text. Cohesion is one of the key aspects of coherence that relates
to the linking of ideas within a sentence, the linking of sentences (the ties between sen-
tences) within a paragraph, and the linking between paragraphs. Coherence measures
use a semantic space representation of an essay’s parts to calculate the distance between
those parts. Four features, split evenly between those measured by cosine similarity and
those measured by Euclidean distance, are used to evaluate the suggested model’s level of
cohesiveness [12].

1. Average distance between neighboring points: Cosine similarity measures the degree
to which words within an essay are conceptually close to one another, with higher
values indicating closer proximity in meaning.

cosθ = A · B/‖A‖.‖B‖ (10)

A and B are points (tokens) in the semantic space.

2. Two points’ average distance: It is essential to evaluate the persistence of an idea
throughout the essay.
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√
∑n

1=1(Ai − Bi)
2

(11)

n is features number in the vector.

3. Two points’ maximum difference: This metric is employed to assess the spatial scope
of the studied idea by measuring the radius of the region encompassed by points.

M =

√√√√√ n

∑
i=1

C2, C = ‖A− B‖ (12)

C is the two points’ difference, M is the two points’ maximum difference.

4. Clark and Evans’ closest neighbor distances at each point: This helps measure spatial
connections. It quantifies the degree to which an observed distribution deviates from
its nearest peer distribution.

CE =
2
√

N∑N
i=1 dsi

N
(13)

where ds is the distance between a given point and its closest neighbor, and N is the number
of points.

5. Distribution of distances to neighbors based on their frequency: It checks the propor-
tion of content variations from the main idea.

C(ds) =
| ds ≤ ds |

N
(14)

ds is the average neighbor distance. Herein each essay’s part will produce a vector
that contains five elements. The final product of the coherence analysis will be a vector of
five elements that represent the average of the corresponding elements of each part [49,50].

4.4. Step 4: Spatial Data Analysis

In order to extract implicit knowledge, such as statistical qualities, this collection
of attributes specifies the spatial aspects of the data. Descriptive spatial statistics are
used to classify the essays. The employed attributes quantify the spatial central tendency
and spatial dispersion. These attributes are defined based on the points in the semantic
space [49,51,52]:

4.4.1. Standard Distance (Equal to the Standard Deviation in Space)

It is employed in the determination of the total range of variation in a given
point distribution.

SD =

√√√√∑n
k=1 ∑N

i=1

(
Dk

i − Dk
c )

2

N
(15)

Point i’s kth coordinate component is denoted by Dk
i , k = 1, . . . ., n, i = 1, . . . ., N; the

mean center’s kth coordinate component is denoted by Dk
c ; n is the number of dimensions

(the sum of the derived words, verbs, adjectives, and adverbs); and N is the number of
points. Both the standard distance and the standard deviation are extremely sensitive to
extreme numbers. Because squared lengths to the center are used to calculate this measure,
the usual points have a disproportionate impact on its size, allowing for the identification
of deviating (incoherent) parts of an essay.

4.4.2. Relative Distance

It is a way to quantify the spatial dispersion that exists between two points.
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RD =
SD

dmax
(16)

where SD the standard is distance and dmax is a maximum distance of any point from the
average of the points. This allows for the direct analysis of point-pattern dispersion across
regions of various sizes. Herein, each essay’s part will produce a vector that contains two
elements. The final product of the spatial analysis will be a vector of two elements that
represent the average of the corresponding elements of each part.

4.4.3. Spatial Autocorrelation

The spatial autocorrelation of essays is used to assess the overall and local semantic
consistency of the essay content, thereby determining the structural quality of the essay.
The spatial autocorrelation tool measures the correlational similarity between adjacent
sentences based on both feature locations and feature values simultaneously. Given a set of
features and an associated attribute, it evaluates whether the pattern expressed is clustered,
dispersed, or random. One can use spatial autocorrelation measures to characterize whether
data tends to be discrete (negative spatial autocorrelation) or clustered together in space
(positive spatial autocorrelation). They help us determine the degree to which the essay
material is semantically coherent on a global and local scale. Positive spatial correlations in
an essay suggest that its sections are coherent and that information is presented in a logical
progression, as discussed in the author’s previous work [53]. Moran’s (I), Geary’s (C), and
Getis’s (G) are all unique spatial autocorrelation metrics. These three metrics, computed
with the Python spatial analysis library, have been modified for use in high-dimensional
semantic space [54]:

1. Moran’s (I): To assess the clustering pattern as a whole, this is crucial information.
Originally developed for a 2-dimensional space, the work here averages the distin-
guishing measure over dimensions so that it may be used to a high-dimensional
semantic space:

I =
N
S
· 1

n ∑n
k=1

∑N
i=1 ∑N

j=1 wij

(
Dk

i − Dk
c

)(
Dk

j − Dk
c

)
∑cc

i=1

(
Dk

i − Dk
c )

2

 (17)

S is the total of all weights wij. Every pair of points i and j is assigned a weight wij,
where wij = 1 if i and j are neighbors and wij = 0 otherwise. There is a 1 to +1 spread for I.
If I is positive, then there is spatial autocorrelation, which indicates that nearby points tend
to cluster together. Absolute spatial randomness is represented by values close to zero.

2. Geary’s (C): In this case, the interaction is not the cross-product of standard deviations
from the mean, but rather the differences in intensity between different reflection
points. Once more, the adjusted measure is calculated in a high-dimensional semantic
space and is averaged over all dimensions (the average of extracted nouns, adjectives,
verbs, and adverbs):

C =
(N − 1)

2
· 1
n ∑n

k=1

 ∑N
i=1 ∑N

j=1 wij (Dk
i − Dk

j )
2

∑N
i=1 ∑N

j=1 wij ( Dk
i − Dk

c )
2

 (18)

3. Getis–Ord’s (G): A more local scale can be used to study point patterns. Getis–
Ord’s (G) checks overall density or lack of density of all pairs of values (DiDj) such
that i and j are within distance d of each other. It is also adjusted to be use it in a
high-dimensional space:

G(AD) =
1
n ∑n

k=1

[
∑N

i=1 ∑N
j=1 wij(d)Dk

i Dk
j

∑cc
i=1 ∑cc

j=1 Dk
i Dk

j

]
(19)
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AD is the average distance between two points in the semantic space. A weighting
function wij(d) is used to assign binary weights to every pair of points, where wij(d) = 1,
if i and j are within distance AD and wij(d) = 0, otherwise. Herein, each essay’s part will
produce a vector that contains three elements. The final product of the spatial analysis will
be a vector of three elements that represent the average of the corresponding elements of
each part.

4.5. Step 5: Calculating Essay Grade

Most AES tools rely on a score prediction made with machine learning [54–58]. The
most used algorithm is the linear regression. It is used for its ease of interpretability. More
specifically, given an input feature vector x ∈ Rm, an output is predicted ŷ ∈ Rm using a
linear model with a weight of β:

ŷ = β0 + §ᵀβ (20)

To learn values for the parameters θ = 〈β0 , β〉we minimize the sum of squared errors
for a training set containing a pairs of essays and scores 〈xi, yi〉 where xi ∈ Rmand yi ∈ Rm:

θ̂ =
argmin
θ=(β0,β) (

1
2m ∑m

i=1(yi −
(

β0 + §ᵀi β
)
)2 + αP(β)) (21)

m is the number of essays, α is a threshold parameter, P(β) is the penalty term for the
weights that is calculated as.

P(β) = ∑m
j=1

∣∣β j
∣∣ (22)

For each essay set, a development set was tuned using a 5-fold cross-validation. The
linear regression function from a toolbox in SPSS application was used to calculate the
essay grade.

4.6. Step 6: Building Neutrosophic Ontology

In order to provide students with feedback, neutrosophic ontology is seen as a nec-
essary prerequisite. The approach first constructs a neutrosophic ontology consisting of
commonsense knowledge [19,20]. Neutrosophic ontology is used because it removes am-
biguity from the language. A lattice of fuzzy ontologies (consisting of classes, relations,
functions, and instances) forms the basis of this framework. The WordNet taxonomy is used
to add synonyms (same meaning with different words) and hyponyms (same word with
different meanings) to the neutrosophic ontology. The model proceeds by supplementing
the neutrosophic ontology with:

4.6.1. Source Text Knowledge

The model builds the base neutrosophic ontology based on source text knowledge
using Protégé application. This knowledge is extracted from a set of essays in a shape of
concepts and their relations.

4.6.2. Domain Knowledge

The model supplements its understanding of the source text with domain
knowledge—specifically, a fuzzy ontology formulation consisting of synonyms and
hyponyms—that covers the scope of an essay as a whole. For essays written by students on
topics related to genes and biology, for instance, the system automatically incorporates a
gene neutrosophic ontology in addition to the standard one.

4.7. Step 7: Information Extraction

The model now extracts the information that will be added to the neutrosophic
ontology to give students feedback about their writing mistakes. To do this, these steps are
needed [59–61]:
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4.7.1. Entity Recognition

The process of identifying grammatical expressions in words written in a native
language is called shallow parsing. Chunks (or phrases) such as noun phrases, verb
phrases, prepositional phrases, adverbial phrases, and clauses introduced by subordinating
conjunctions are all easily identifiable by a parse trees. The use of these pieces is an initial
step toward full natural language understanding. True parse tree recognition is a much
more difficult issue, but it can yield richer insights into the words being analyzed. The goal
was to spot grammatical mistakes before moving on to the Stanford NLP toolkit.

4.7.2. Co-Reference Resolution

Finding when multiple references to the same object exist is essential for natural
language processing and providing smart access to written information. Unannotated
essay text is processed by the co-reference resolve procedure. Two co-reference resolution
models (the Illinois co-reference resolution and the Stanford parser) are used by the model
to find and use co-references in an essay, which are then aggregated as extractions into the
neutrosophic ontology. Co-references found by both models are combined in the model,
which improves the model’s precision.

4.7.3. Open Information Extraction

Following these procedures, the model performs information extraction and gives the
triples {〈arg1, rel, arg2〉} where args are noun phrases and rel is a textual piece showing an
implied, meaning connection between the two noun phrases. Extractions that are made
twice, or that are performed incorrectly, are ignored during the procedure. (e.g., those
consisting only of a subject and a relation, while an object is missing). Following the
aforementioned procedures, the model begins processing each phrase in turn, eventually
adding each extraction to the neutrosophic ontology by means of the logic reasoner. See [61]
for more details.

4.8. Step 8: Logical Reasoner

The neutrosophic ontology’s consistency is examined by a logical reasoner [62]. When
the model has the neutrosophic ontology and the essay’s information extractions, it can
begin identifying semantic errors. Extracted data is being added to the neutrosophic
ontology by the logical reasoner. The model decides that there is a semantic mistake in the
essay if the neutrosophic ontology is contradictory or has an unknown concept after adding
an extraction. The algorithm remembers the details of the error and uses that information
to improve its future feedback. After dropping that relation from neutrosophic ontology, it
proceeds to the next extraction.

The model first looks for both items (predicates) in the neutrosophic taxonomy every
time an extraction is organized. If a term is not included in the neutrosophic ontology, but it
has an equivalent or a co-reference in WordNet [63], the latter can be used to fill in the gap.
The method looks for hyponyms of the entity and creates a subclass if the neutrosophic
ontology does not already include any equivalents or co-references. (i.e., creating a triplet
with a subclass of relation). The only other option is to create a new class or individual
in the neutrosophic ontology if all the previously outlined efforts fail. If both entities are
already part of the neutrosophic ontology, then the model will determine if the precise
connection is missing and add it.

Subsequently, the learner receives feedback. Feedback is the most important aspect
of making an automated essay scoring system useful in real life. Feedback gives users
an interpretation of the score so that they are convinced about the validity of the score;
feedback can also provide an answer on what to do to improve the score. In the current
state of research, a system that does not provide feedback can no longer be put to prac-
tical use, and those who have used a feedback system no longer want to use a system
without feedback.
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The Protégé application’s Reasoner utility was used for this stage. Protégé 4.3 with
RacerPro, Integrated Control Technology Limited, Auckland, New Zealand (https://franz.
com/agraph/racer/racer_features.lhtml, accessed on 1 January 2023) was selected as the
reasoner that provides inference services for terminological knowledge as well as for
representations of knowledge about individuals. RacerPro exploits and combines multiple
clues coming from low-level vision processes in a semantically meaningful way. The user
interface supports three types of reasoning: (1) consistency checking; (2) classification
(incorporating something under a more general category); and (3) instance classification.

5. Experimental Results

Experiments were run on benchmark datasets given as part of the Automated Essay
Scoring challenge hosted on the Kaggle platform, Kaggle Inc., Google LLC, San Francisco,
United States (www.kaggle.com/datasets, accessed on 1 January 2023) [64]. Student essays
in response to six distinct topics can be found in the databases (essay discussion questions).
The American students who participated were in grades 7, 8, and 10 (aged 12, 13, and
15, respectively). Persuasive writing (T1) and source-based essays (T2) were used. A
persuasive essay is one in which the writer attempts to get the reader to agree with your
point of view. Source based essays are ones in which your own opinion should not be the
predominant aspect of your answer. At least two human expert evaluators pre-score each
training session. The databases were pre-organized into training and testing groups by
their creators. Scoring models were constructed using the same training and test sets, and
predicted precision was determined by comparing the two. The characteristics of the used
datasets are shown in Table 3. The suggested model was build using three software:

Table 3. Dataset Description.

Characteristic DS1 DS2 DS3 DS4 DS5 DS6 DS7 DS8

Type of essay T1 T1 T2 T2 T2 T2 T2 T2
No. of essays 1783 1800 1726 1771 1805 1800 600 568

Mean number of words 366.40 381.19 108.69 94.39 122.29 153.64 387.4 113.24
Standard deviation of number of words 120.40 156.44 53.3 51.68 57.37 55.92 156.82 65.0

Range of grades 2–12 1–6 0–3 0–3 0–4 0–4 1–4 0–3
Mean grade 8.35 3.42 1.85 1.43 2.41 2.72 3.42 1.9

- Stanford NLTK Kite, Stanford University, Stanford, CA, USA (www.nlp.stanford.
edu/software, accessed on 1 January 2023) [65]: Linguistic attributes were extracted
from the text by using the Natural Language Toolkit (NLTK) for natural language
processing from Stanford University. It consists of several modules, but only three
were used: the Stanford parser, used to separate phrase structure; the Stanford Named
Entity Recognition (NER), used to label sequences of words in a text that are the names
of things, such as person and company names or gene and protein names; and The
Stanford co-reference resolution module, used to find mentions of the same entity in a
text, such as when “Theresa May” and “she” refer to the same person.

- Protégé Stanford University, Stanford, CA, USA (https://protege.stanford.edu/, ac-
cessed on 1 January 2023) [66]: Ontology was built using the Protégé application for
both Fuzzy and neutrosophic logics. It is a free, open-source ontology editor and a
knowledge management system. Protégé provides a graphic user interface to define
ontologies. It also includes deductive classifiers to validate that models are consistent
and to infer new information based on the analysis of an ontology.

- Matlab R2022b [67]. The suggested model has been implemented in Matlab. It is used
to calculate all the mathematical values which lead to the essay grade. In general,
Matlab has several advantages: (1) it allows the testing algorithms immediately
without recompilation. It permits typing something at the command line or executing
a section in the editor and immediately shows the results, and greatly facilitating
algorithm development; (2) MATLAB’s built-in graphing tools and Graphical User

https://franz.com/agraph/racer/racer_features.lhtml
https://franz.com/agraph/racer/racer_features.lhtml
www.kaggle.com/datasets
www.nlp.stanford.edu/software
www.nlp.stanford.edu/software
https://protege.stanford.edu/
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Interface (GUI) builder ensures that customizing the data and models helps the
user interpret their data more easily for quicker decision making; (3) MATLAB’s
functionality can be expanded by adding toolboxes. These are sets of specific functions
that could provide more specialized functionality.

The suggested model has been built using a laptop computer (HP pavilion g6 Series)
with the following specifications:

- Processor: Intel (R), Core (TM) i5 CPU, 5200U @ 2.20 GHz (4CPUs) 2.20 GHz.
- RAM: 16 GB.
- System type: 64-bit operating system, and Microsoft Windows 10 professional as

running operating system.

The following metrics were used to assess the accuracy of the prediction models [68,69]:
- Exact agreement measure (Z). The Z-score is the percentage of essays that were given

the same score by both a human evaluator and the AEE model. In this case, we count the
number of scores assigned by the AES system that agree with the human raters relative to
the total number of scores (in percent).

- The Kappa statistic, also known as the quadratic weighted Kappa (Kp), is a measure
of inter-rater reliability (how closely two raters’ opinions coincide). The quadratic weighted
kappa will find agreement between human evaluation score and system evaluation score
and produces value ranging from 0 to 1. This scale usually falls somewhere between 0
(completely arbitrary agreement between evaluators) and 1 (complete agreement between
graders). If there are S possible ratings (1, 2,... S), and two evaluators have scored each
article, then we can say that essay responses has S possible ratings. (e.g., human and
computer). We can determine this measure by performing the following:

kp = 1−
∑i,j Wi,j Oi,j

∑i,j Wi,j ei,j
(23)

where W represents weights, O represents the actual rating matrix, and e represents the
expected rating matrix. The weights assigned by each evaluator are stored in a S- by- S
matrix called Wi,j , where i is the i-th weight and j is the j-th weight.

Wi,j =
(i− j)2

(S− 1)2 (24)

Matrix of evaluations that have been collected by constructing a S -by- S histogram
(agreement) matrix O over the essay ratings, where Oi,j represents the number of essays
assigned a grade of i by grader A and a grade of j by grader B, and where RE represents an
S-by-S histogram of predicted grades:

REsc,j =
HAi .HBj

No
(25)

Number of essays graded by grader A with score sc is denoted by HAi , i = 1, ..., S,
No = total number of essays graded. The sum of RE and O is equal after normalization
with No.

To validate the suggested model, a set of experiments was conducted to analyze the
potential benefits of the spatial measures and their significance to predictive accuracy. Then,
experiments continued to compare the predictive accuracy of the suggested model by
comparing its results to those of other state-of-the-art systems. The last experiment was to
check the error rate of the suggested detection system. All experiments were conducted after
transforming the essay into a semantic space by moving a window over it by 10 words. To
determine if the inclusion of semantic attributes improves model performance, experiment
1 (semantic attribute significance) compares the proposed model to two related statistical-
based AES systems: AGE (Automated Grader for Essays with only linguistic and content
attributes) and AGE+ (the AGE system with additional coherence attributes) [51,70,71].
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The proposed system for assessing writing was more effective. Quadratic weighted kappa
and exact agreement are displayed in Tables 4 and 5, respectively, for AEG, AGE+, and
the suggested model. The results reveal that the model’s accuracy significantly increases
by approximately 6% to 7% over AGE and AGE+. In the exact agreement measure, the
proposed model increases by 6% in the case of AGE and by 5% in the case of AGE+ for all
datasets. The proposed model’s superiority is predicated on the fact that the AGE system
simply validates syntactic characteristics. Only syntax and coherence are validated by the
AGE+ system. The suggested approach, however, takes into account all three characteristics
(syntax, coherence, and consistency) simultaneously, leading to better results. Syntax means
grammar and spelling mistakes, coherence means that ideas in a paragraph flow smoothly
from one sentence to the next, and consistency means that the paragraphs of the essay are
linked well and evolve around the main idea of the essay.

Table 4. Comparison of AEG, AGE+ and the Suggested Model for different data set in terms of Kp.

Models DS1 DS2 DS3 DS4 DS5 DS6 DS7 DS8

AGE System 0.91 0.75 0.82 0.84 0.89 0.73 0.88 0.79
AGE+ system 0.93 0.80 0.84 0.85 0.88 0.77 0.89 0.80

Neutrosophic ontology model 0.95 0.83 0.88 0.86 0.91 0.84 0.91 0.82

Table 5. Comparison of AEG, AGE+ and the Suggested Model for different data set in terms of Z.

Models DS1 DS2 DS3 DS4 DS5 DS6 DS7 DS8

AGE System 0.88 0.72 0.78 0.75 0.77 0.74 0.86 0.77
AGE+ system 0.90 0.79 0.82 0.81 0.79 0.76 0.87 0.79

Neutrosophic ontology model 0.94 0.82 0.85 0.83 0.90 0.78 0.90 0.81

In experiment two (a comparative study with commercial systems), the aim is to
compare the suggested model to the state-of-the-art systems that were mentioned in [71].
Project Essay Grade (PEG) is one such system; it employs a database of training essays
graded by humans to create a model that evaluates the quality of unscored essays using
sophisticated statistical methods. E-Rater assigns grades to essays after identifying and
extracting a collection of features that stand for key components of writing quality. Next, a
statistical model is used to aggregate these features and assign weights to them based on a
statistical procedure, ultimately yielding an estimated score. The Lexile Writing Analyzer
makes use of a web-based application called the Lexile Analyzer to calculate the Lexile level
of polished, edited, and complete writing. There is now an automated scoring market in
the United States, and these commercial systems have cornered more than 97% of it [71,72].
There is no feedback given by these systems; they simply provide grades.

The results shown in Table 6 confirm that the proposed model is better than the systems
compared with it in terms of quadratic weighted kappa and average accuracy. As not all the
systems are offered for public testing, their results were acquired from the work presented
in [73] and from the Kaggle website. The evaluated systems are organized in descending
order of the average Kappa value, and commercial systems are ranked according to average
accuracy. The proposed model was better than PEG by 3.86%, E-rater by 5.55%, and Lexical
by 2%. These systems use statistical methods to extract the lemmas (tokens after stemming)
into a vector, and then they begin dealing with these lemmas as numbers only, which
means they do not care about the word order or the coherence and consistency of the essay.
Meanwhile, in the suggested approach, extra features, such as spatial analysis and spatial
autocorrelation, are used to assess the essay, improving accuracy.
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Table 6. Comparison of the proposed model with other state-of-the-art commercial systems in terms
of quadratic weighted Kappa, attained on different datasets.

AEE Systems DS1 DS2 DS3 DS4 DS5 DS6 DS7 DS8 Average Rank

PEG 0.84 0.72 0.84 0.86 0.83 0.82 0.85 0.75 0.81 2
e-rater 0.83 0.70 0.83 0.83 0.80 0.79 0.81 0.71 0.78 3
Lexile 0.69 0.63 0.68 0.61 0.65 0.66 0.59 0.64 0.64 4

Proposed Model 0.94 0.82 0.89 0.87 0.90 0.83 0.89 0.78 0.83 1

In experiment 4 (Comparative study with machine learning models), the suggested
model is compared to several machine learning models in the field of essay scoring. These
models are the recurrent neural network [74], which predicts a score for a given essay,
defined as a sequence of words, by following multi-layered neural networks; similarity
measures [75,76], in which student answers are compared with model answers and then
scores are allocated; and word order graph [77], which uses word-order based graph
representation for text. The word order graph is able to capture the order of the tokens
and their lexicon-semantic. Then, it utilizes the matching technique for identifying the
degree of relatedness across tokens and phrases. The suggested model was superior for
evaluating essays. Quadratic weighted kappa was used to compare the results in the three
experiments. Table 7 indicates that the proposed model results were significantly better
than the neural network-based model (CO-Attention) by 10%. Table 8 shows that the
proposed model exceeded the model that utilizes the Jaccard coefficient by 11%, the model
that utilizes the dice coefficient by 15%, and the model that utilizes the cosine coefficient by
17%. The results in Table 9 show that the proposed model is better than the algorithm that
uses word graphs by 5.5%.

Table 7. Comparison between the proposed model and neural network-based AEE model on selected
dataset in terms of Kp.

AEE Systems DS3 DS4 DS5 DS6

Neural Network based model (CO-ATTN) 0.70 0.81 0.80 0.82
Proposed Model 0.87 0.86 0.91 0.84

Table 8. Comparison between the proposed Model Similarity Measures-based AEE models in terms
of Kp.

Jaccard Coefficient Dice Coefficient Cosine Coefficient Proposed Model

DS1 0.71 0.77 0.79 0.93
DS2 0.32 0.35 0.43 0.83
DS3 0.25 0.28 0.43 0.87
DS4 0.43 0.51 0.63 0.86

Table 9. Comparison between Word Graph Model (AutoSAS) and the Proposed Model in terms
of Kp.

AutoSAS Proposed Model

DS1 0.83 0.92
DS2 0.82 0.82
DS3 0.85 0.87
DS4 0.84 0.86

The superiority of the proposed model relies on the fact that recurrent neural network
is not considered the best kind of neural network for all natural language processing
tasks, which perform poorly on sentences with lots of words [75]. The reason is, if the
sequence is a sentence of five words, the network will contain one layer for each word,
which would require heavy processing and take a lot of time. Moreover, the proposed
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model utilizes more than one semantic attribute to check similarity. In addition to that,
the proposed model exceeded the models that use similarity measures because it utilized
LSA to overcome the drawbacks of similarity measures. Similarity measures cannot deal
with synonyms (words with the same meaning) or polysemy (the same word with different
meaning). Using LSA transformed the essay into semantic space, so every word was treated
as a point in the space, and as a result, it was judged semantically well. The superiority of
the proposed model over the algorithm that uses lexicon-semantic matching comes from
transferring the essay into a semantic space and utilizing spatial measures to check the
coherence and consistency of the points in this semantic space (the essay’s parts). The
AutoSAS system used word2vector and doc2vector techniques to extract features. These
two techniques have a great drawback, which is that they do not define the sub-linear
relationships explicitly.

The purpose of experiment four (Essay Error Analysis) is to evaluate the suggested
model’s error detection capabilities. Sixty tourism-related phrases were constructed artifi-
cially. Forty-one statements were marked as correct and nineteen as erroneous to reflect
the base truth. It was designed to test how well the automatic error detection model can
identify incorrect statements using only a common sense neutrosophic ontology as input.
Both the sensitivity (the percentage of incorrect sentences accurately identified as such)
and the specificity (the percentage of correct sentences correctly identified as such) of the
suggested model were evaluated. Putting the suggested model to the test, it was found to
be both highly specific (100%) and highly sensitive (80.2%). Since the model assumes that
every phrase is accurate unless it finds a mistake in the sentence, a precision of 100% was
to be anticipated. By successfully navigating the fuzziness of concepts, the incorporation of
neutrosophic logic within precise ontology yielded an 80.2% sensitivity. The accuracy loss
is eliminated, and language concepts are conveyed effectively.

An additional set of experiments (comparative study with a fuzzy ontology model)
was carried out to prove that neutrosophic logic coupled with an ontology builder is an
effective tool for modeling semantic characteristics in the realm of computer-assisted essay
grading. In this context, we compared our suggested method to one that employs fuzzy
ontology to represent semantic characteristics for automatic essay scoring, as discussed in
the author’s previous work [53]. The results in Table 10 confirm the research hypothesis that
using the neutrosophic ontology for modeling an essay’s semantic features will enhance the
system’s correctness in terms of kp. The suggested combination achieved a 4% increase in kp
when compared to the nearest combination that shields between fuzzy logic and ontology.
For each case in the overlapping region, the neutrosophic ontology specifies the level of
truth, indeterminacy, and falsehood. Therefore, it yields superior results when compared
to fuzzy ontology. Only the instance’s fuzzy membership value is provided by a fuzzy
ontology. In neutrosophic sets, all three measures (Truth, Falsehood, and indeterminacy)
are independent, and how one affects another in decision-making depends on their sum.
If sum < 1, we have incomplete information (we do not know all information), while if
sum = 1, we have complete information, as in an intuitionistic fuzzy set.

Table 10. Comparison of the proposed model with other state-of-the-art fuzzy ontology-based AEE
systems in terms of quadratic weighted Kappa, attained on different datasets.

Models DS1 DS2 DS3 DS4 DS5 DS6 DS7 DS8

Fuzzy Ontology model 0.90 0.78 0.86 0.82 0.87 0.80 0.87 0.79
Neutrosophic Ontology model 0.95 0.83 0.88 0.86 0.91 0.84 0.91 0.82

6. Conclusions

With the rise of online education, students’ online writing is becoming more and more
popular. However, scoring these writings manually is time-consuming and tiring. That is
why an efficient automated scoring system is urgently needed. Automated essay scoring
systems are developing into systems with richer functions than the previous simple scoring
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systems. Its purpose is not only to score essays but also as a learning tool to improve
the writing skills of users. This imposes challenges on the automated evaluation system:
(1) finding better features to score the essay semantically; (2) checking the coherence and
consistency of the essay; and (3) providing feedback to students in order to help them
recognize their mistakes and avoid them in the future. In general, the contributions of this
paper are presented as follows: (1) Utilizing latent semantic analysis (LSA) to convert the
essay into a compact vector that contains the main features of the essay; (2) Applying both
spatial analysis and spatial autocorrelation to handle the essay’s semantic coherence and
consistency. (3) A neutrosophic ontology was applied to detect the semantic errors in the
essay; the output is provided to students in the form of feedback.

The proposed model can be used in schools to evaluate students’ essays and para-
graphs in English exams. This model can be beneficial in evaluating essays in TOEFEL
and ILTS exams. The proposed model was proven through experiments to be reliable and
valid. It outperformed the commercial systems that score essays by approximately 4%.
The proposed model faces some limitations, which are: (1) it cannot evaluate handwritten
essays; (2) there was no way to detect plagiarism; (3) if the student illustrates his writing
with poetry, “The waves beside them danced”, the model will not be able to identify
its semantic.

The open challenges for future work are scattered over different approaches that are
used through the development of the proposed AEE model. First and foremost, different
semantic attributes will be further developed. Alternative approaches to LSA and TF-IDF
for transforming text into semantic space will be tested to discover how the alternatives
impact the results. In addition to that, the problem of co-reference will be investigated.
Furthermore, the automatic error detection model shall be upgraded by trying to use other
external sources to determine if statements in an essay are true and consistent. Incorporating
inference rules into the type-2 neutrosophic ontology is one of the future goals since it will
aid in the detection of implicit errors and unstated facts and relations in an essay. Moreover,
new approaches for unsupervised learning and a taxonomy for taxonomy-based learning
shall also be developed, since the current approach uses only WordNet as the underlying
taxonomy. The last goal is to have it evaluate the handwritten essays.
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