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Abstract: Owing to the heterogeneity and incomplete information present in various domain knowl-
edge graphs, the alignment of distinct source entities that represent an identical real-world entity
becomes imperative. Existing methods focus on cross-lingual knowledge graph alignment, and
assume that the entities of knowledge graphs in the same language are unique. However, due to the
ambiguity of language, heterogeneous knowledge graphs in the same language are often duplicated,
and relationship triples are far less than those of cross-lingual knowledge graphs. Moreover, existing
methods rarely exclude noisy entities in the process of alignment. These make it impossible for
existing methods to deal effectively with the entity alignment of domain knowledge graphs. In order
to address these issues, we propose a novel entity alignment approach based on domain-oriented
embedded representation (DomainEA). Firstly, a filtering mechanism employs the language model
to extract the semantic features of entities and to exclude noisy entities for each entity. Secondly, a
Structural Aggregator (SA) incorporates multiple hidden layers to generate high-order neighborhood-
aware embeddings of entities that have few relationship connections. An Attribute Aggregator
(AA) introduces self-attention to dynamically calculate weights that represent the importance of the
attribute values of the entities. Finally, the approach calculates a transformation matrix to map the
embeddings of distinct domain knowledge graphs onto a unified space, and matches entities via the
joint embeddings of the SA and AA. Compared to six state-of-the-art methods, our experimental
results on multiple food datasets show the following: (i) Our approach achieves an average improve-
ment of 6.9% on MRR. (ii) The size of the dataset has a subtle influence on our approach; there is a
positive correlation between the expansion of the dataset size and an improvement in most of the
metrics. (iii) We can achieve a significant improvement in the level of recall by employing a filtering
mechanism that is limited to the top-100 nearest entities as the candidate pairs.

Keywords: domain knowledge graph; entity alignment; embedded representation; filtering mechanism

1. Introduction

A knowledge graph (KG) is a structured semantic network knowledge base that stores
knowledge in the form of triples, and has powerful semantic expression capabilities in
the fields of natural language processing, intelligent question answering, and intelligent
recommendation [1]. Driven by the rapid development of the Internet, a wealth of domain
knowledge graphs have been established, e.g., recipe knowledge graphs.

However, because most of the existing knowledge graphs have been established
by independent institutions with different design concepts and requirements, there are
differences in the described methods and descriptive focuses for the same object, resulting in
the diversity and heterogeneity of data in the same domain knowledge graph [2]. However,
different knowledge graphs also contain much complementary information. For instance,
there are two recipe KGs, recipe 1 and recipe 2; both recipes include the dish named “braised
pork”, which is described with regard to ingredients, cuisine, and cooking techniques.
However, recipe 1 emphasizes the selection and preparation of ingredients, while recipe 2
emphasizes the cooking technique. When fusing the two recipes into a unified KG, it is
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imperative to streamline and reorganize redundant information to optimize the structure
of the KG. Additionally, the incorporation of complementary information can enhance
the description of the “braised pork” and improve the overall quality and accuracy of the
knowledge representation. Therefore, it is of great practical significance to study how to
align the entities of heterogeneous knowledge graphs, in order to eliminate redundancy
and integrate the knowledge graphs.

As an important research topic within natural language processing, entity alignment
aims to discover the heterogeneous representations of the same real-world object among
heterogeneous knowledge graphs, and to establish the equivalent-link relationships among
them, so as to connect multi-source knowledge graphs to form a larger and richer knowl-
edge base [3,4]. It is also known as entity resolution or entity matching [5,6]. In the process
of integrating recipe KGs, we have to handle the following problems:

• Existing methods have to compute the embeddings of all the entities and relationships,
but it is unnecessary to compute some entities which represent different real-world
objects. Excluding these noisy entities can reduce the number of calculations and bring
significant improvement to the accuracy of entity alignment.

• Existing works focus on embedding structural information; however, if there are few
relationship connections between entities, this results in the sparse state of the entity
neighborhood structure in domain KGs, especially for recipes.

• The traditional methods generally aggregate and propagate the attribute names of
entities, but ignore attribute values. However, attribute value plays a significant role
in enhancing entity alignment, and each attribute value has a different influence on an
entity. It is non-trivial to utilize attribute values in order to enhance entity embedding.

However, existing methods cannot handle these problems, because these methods
focus on enriching cross-lingual links [7–11], and assume that the descriptions of entities in
knowledge graphs are consistent within the same language. In response to this, a novel en-
tity alignment approach based on domain-oriented embedded representation (DomainEA)
is proposed. DomainEA works as follows. In order to address the first problem, a filtering
mechanism based on entity attributes first excludes the noisy entities that are impossible to
align, and then selects the candidate set. For the second and third problems, a Structural Ag-
gregator (SA) composed of Graph Convolutional Networks (GCNs) [12] employs attribute
values to generate high-order neighborhood-aware embeddings for the entity structures.
We introduce Graph Attention Networks (GAT) [13] into an Attribute Aggregator (AA)
to effectively assign weights for attribute values according to their importance. Finally,
a transformation matrix maps the embeddings of distinct KGs onto a unified space, and
entity pairs that represent a real-world object are linked by calculating the similarity of
their embeddings.

The main contributions of this paper are as follows:

• Considering that few relationship connections exist in domain-oriented embedded
representation and the underuse of attribute values information, we employed a SA to
generate high-order neighborhood-aware embeddings of entities through attribute
values. Moreover, an AA utilizes the self-attention mechanism to dynamically calculate
the weights between entities and attribute values and generates the attribute-aware
embedding of entities. In addition, Multi-type Graph Neural Networks can enhance
the aggregation of entity features.

• In order to exclude unnecessary computations and improve the accuracy of the entity
alignment, we designed the filtering mechanism with entity attributes (e.g., taste or
cooking technique) on domain KGs, which select the candidate set by the blocker. The
experiments show that this can achieve expectations.

• Our approach only needs a few pre-aligned entities, and does not require any pre-
aligned relationships or attributes between the KGs, which reduces the cost of manu-
ally annotating data in the early stages.

• The experimental results on a real-world dataset show that compared to the six state-
of-the-art methods, our approach has higher accuracy and better stability.
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2. Related Work

The existing entity alignment methods can be divided into three categories, namely
statistics methods, classifier methods, and representation learning methods.

The core idea of the statistical methods is to find equivalent entities by comparing the
similarity of entity names, entity attributes, and attribute values. In order to resolve the
problems of a large amount of calculations and the method being limited to the calculation
of the concept in ontology mapping, an improved mapping method of comprehensive
ontology similarity [14] was proposed. This divides the large size of the original ontology
into some smaller ontologies, and then computes the ontology conceptual similarity by
combing three weighted similarities, which are derived from ontology concepts based
on the How Net, semantics, and structure. Similar methods include PARIS [15] and
RiMOM-IM [16]. Some methods [17] first calculate the similarity of each attribute via
a variety of similarity measures, and then select the attribute similarity with the best
performance to construct an integrated statistical model. The literature [18] uses the
clustering model to train an adaptive distance function through the sample dataset, and
through this function, the entities that may be aligned are clustered together. However,
in heterogenous knowledge bases it is difficult for the accuracy of statistical methods to
reach a sufficient value, and such methods need to manually define some hyperparameters
that quantify the degree of similarity between entities. It is clear that this kind of method
requires the involvement of domain experts, incurring additional labor costs.

The core idea of the classifier methods [19,20] is to model the similarity of each attribute
of the entity as a feature value, and then to transform the alignment problem into a two-
classification or three-classification problem, and finally to complete the alignment task
through the decision results obtained by the classifier model. These kinds of methods
are decision trees, Support Vector Machines (SVM), ensemble learning algorithms, and so
on. Some researchers [19] have proposed a decision model based on cost optimization,
which produces a cost-optimal decision rule with the overall cost formula and Bayesian
formula, and implements entity alignment according to the rule. The literature [20] employs
machine learning techniques to analyze the semantic features of the associated dataset, and
proposes an approach for aligning entities founded on the semantic features of the textual
attributes related to the associated dataset. Compared to statistical methods, the classifier
methods achieve a significant improvement in accuracy. However, such methods need to
deliberately design different feature engineering strategies for different knowledge bases,
so that the applicability of these classifier methods is limited and the portability is poor.

The representation learning methods mainly utilize the Knowledge Graph Embedding
(KGE) technology, which learns the low-dimensional vector representations of the entities
that capture their implicit features, and aligns the different entities which represent the same
real-world object via these semantic embeddings. Such methods can automatically obtain
entity pairs from heterogeneous knowledge graphs without a large number of artificial
features, so that they can achieve a wider range of applications [5]. Representation-based
learning methods can be subdivided into two categories. One is a semantic matching
model, which assumes that a relationship between two entities can be translated as a vector
in the bedding space. Based on the above hypothesis, TransE [21] is a translation mode
which represents entity relationships in the knowledge base as translation operations of
head and tail entities on low-dimensional vectors. Since then, various improved models,
such as TransH [22], TransG [23], PTransE [24], and PTransR [25] have been proposed,
which embed entities and relationships into different vector spaces, and can express more
complex semantic relationships. Although this kind of method performs well in cross-
language translation alignment problems, for domain knowledge graphs, the available
structural information is frequently limited, which ultimately leads to sparsity in the vector
representation, and which poses a challenge for the methods that heavily rely on this
information.

The other is the Graph Neural Network (GNN), which learns the representation of
the target entity by recursively aggregating the representation of adjacent entities. Graph
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embedding methods mostly focus on the structural information and attribute information
of the knowledge graphs. MuGNN [26] employs GNN to embed the structural information
of the knowledge graph into multiple channels, then assigns weights to the relationships
between the entities through the attention mechanism, and finally calculates the similar-
ity of the embedding features to achieve alignment. HGCN [27] is an entity alignment
method for jointly learning entity and relationship representations, and iteratively learns
the embedding representations of entities and relationships. In addition, other methods,
such as R-GCN [28] and FuAlign [29], embed the structural information of the entity and
infer alignment relationships. In addition to using the structural information of entities for
embedding, many scholars use the attribute information of entities to construct the feature
vectors of entities. The literature [30] transforms the alignment task into a two-classification
problem, then connects the attribute values of the entities to form a sequence of attribute
values and, finally, uses the BERT classifier to make the final label prediction. However,
it is difficult to completely learn the characteristics of entities by only using the struc-
tural information or attribute information of the knowledge base, so some methods which
comprehensively utilize both structural and attribute information have been proposed.
GCN-Align [31] utilizes GCNs to capture the structural and attribute information of entities
and to generate high-quality embedding vectors. This method calculates the similarity of
the structural feature vectors and attribute feature vectors of entities, and integrates these
vectors through a weighted summation, which ultimately serves as the criterion for entity
similarity assessment. AttrGNN [32] utilizes GNN to co-encode the structural and attribute
information of entities, and assigns weights to different attributes of the entity using an
attention mechanism. The representation learning methods have stronger robustness and
better generalization performance.

In summary, compared to statistical and classifier methods, the entity alignment
methods based on representation learning have the characteristics of needing less manual
annotation, higher execution efficiency, and better knowledge expression ability. For the
entity alignment task, learning the structural and attribute information of the entity at the
same time is conducive to enhancing the feature representation of the embedded entity and
improving the effect of entity alignment. However, in the process of attribute embedding,
the traditional representation learning method only utilizes a single attribute or assigns
all attributes with the same weight, and ignores important attribute information, which is
non-trivial for entity alignment problems and is sensitive to irrelevant attribute information.

3. Problem Formalization

Let a knowledge graph be represented as KG = (E, V, A, T), where E represents
the collection of entities, V represents the collection of attribute values, A represents the
collection of attributes, and T represents the collection of attribute triples. Each triple,
t = (h, a, v) in T, is represented as T = {(h, a, v)|h ∈ E, a ∈ A, v ∈ V}. Assume that
two heterogeneous knowledge graphs are represented as KG1 = (E1, V1, A1, T1) and
KG2 = (E2, V2, A2, T2). The goal of the entity alignment task is to infer the equivalent
relationship S = {(ei1, ei2)|ei1 ∈ E1, ei2 ∈ E2, ei1 ≡ ei2}, where ≡ indicates equivalence
and i represents the i-th aligned entity pair. For example, in heterogeneous knowledge
graphs KG1 and KG2, the entity alignment problem is to infer whether the equivalent
relationship between ei1 and ei2 exists or not, as shown in Figure 1. In the recipe field, the
relationships between dishes are missing; therefore, we indirectly establish the associations
of the dishes through the attribute values of the dishes. The green nodes represent entities
and the white nodes represent attribute values.
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Figure 1. An entity alignment example.

4. The Filtering Multi-Type Graph Neural Networks

Throughout the alignment process for the recipes, we encountered issues because
the different dishes have common ingredients, but the importance of identical ingredients
varies among the different dishes, and there is no correlation between the dishes. The
existing methods are not designed to address the aforementioned issues, and the utilization
of these methods directly may not accurately and effectively identify all the entities of the
same object. Given this, this approach proposes a novel domain-oriented entity alignment
approach based on Filtering Multi-type Graph Neural Networks (DomainEA), which can
effectively solve the above problems. DomainEA employs a filtering mechanism to filter
confusing and unrelated entities to reduce unnecessary computations, and learns a more
sophisticated embedded representation of both the structural level and attributive level
in the recipe data through Multi-type Graph Neural Networks. As shown in Figure 2, the
approach consists of a filtering module, embedding module, and alignment module.
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Figure 2. Filtering Multi-type Graph Neural Networks. We use a straight line with an arrow to
represent the relationship between entities (blue nodes) and attribute values (orange or green nodes),
with the arrow pointing from the entity to the attribute values. In KGi1 and KGi2, i represents the
candidate set for the i-th entity.

It works as follows. Firstly, considering that there are confusing entities and obviously
misaligned entities, the filtering module employs pre-trained embeddings that consist of
attributes and are trained on Wikipedia, in order to exclude noisy entities and to generate
the candidate set of entities. The number of entities that are the input of embedding
decreased dramatically. Secondly, in a certain domain, relationships between entities do
not exist. For example, in the recipe, there is a lack of semantic relationships among
the different dishes. The embedding module utilizes a SA to learn the structural-level
embeddings via the attribute values, which can model the indirect relationships between
entities. In addition, the same attribute value may play an important role in one entity,
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but play a trivial role in other entities. For example, garlic plays a crucial role in certain
dishes where it is the main ingredient, while in the majority of dishes garlic merely serves
as a seasoning. We employ an AA to calculate the importance of attribute values in the
form of weights, and to quantify these weights into the entity embeddings. According to
the pooled embedding vectors of the pre-aligned entities, a space-mapping mechanism is
designed to calculate a transformation matrix, which can transform two embedding vectors
of different dimensions into a consistent vector. Finally, an alignment module is proposed
to calculate the similarity of the embedding vectors using the Euclidean norm for entity
alignment, and to align the different entities which represent the same real-world object.

4.1. The Filtering Module

The filtering module first employs a blocking mechanism to filter mismatched entities
which are not deduplicated, and then utilizes a sub-knowledge graph generator to generate
a set of sub-knowledge graphs. Figure 3 illustrates the filtering module in DomainEA.
The blocking mechanism has shown a remarkable, outstanding performance in relational
datasets [33] before the use of Multi-type Graph Neural Networks. The blocking mechanism
designs a blocker to exclude the noisy entities, and to generate a candidate set for each entity
in the original KGs. The sub-knowledge graph generator reconstructs the candidate sets of
the entities into sub-knowledge graphs, which are the input of the embedding module.
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Figure 3. An example of the filtering module. Cm represents the candidate set for the m-th entity.
KGm1 represents the sub-KG reconstructed by entities from the original KG1 in the m-th candidate set.

Recently, as representation learning has become popular, many works have applied
it to entity alignment [34–36] in KGs. In contrast, the blocking step has received far less
attention; only a few recent works have applied it to generate candidate sets [37–40]. If we
embed two heterogeneous knowledge graphs directly without a blocker in our approach,
there are a large amount of entities that would need to be matched and would result
in introducing noise. Moreover, directly computing all the entity embeddings of two
heterogeneous knowledge graphs could take a lot of time in the subsequent calculation
process; a considerable amount of the time spent would be unnecessary, which could
reduce the efficiency of the entire model. Although the composition of the same entity
in heterogeneous KGs is not identical, the same attributes may still exist for the same
entity. In our work, we divide the attributes of an entity into single-value attributes and
multi-values attributes. In addition to multi-values, such as the ingredients, each dish also
has some single-value attributes, such as cooking techniques and taste. However, these
single-value attributes are unsuitable for the embedding of a SA and an AA, but they can
construct a well-performing blocking mechanism that excludes noisy entities and generates
candidate sets for the embedding module. The blocking mechanism not only simplifies the
calculation process, but also eliminates mismatched entities in advance, and enhances the
final entity alignment.
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For the recipe, we build the blocking mechanism with attribute-specific semantics
of the entities in the KGs. These attribute-specific semantics are derived by analyzing
the single-value attributes of the entities, such as cooking techniques, taste, and cooking
difficulty. We first concatenate all the single-value attribute values of each entity in the KGs
into a string. For example, in Figure 3, all the single-value attribute values of e11 consist of
A11, A21, and A31. We contact A11, A21, and A31 into a concatenated string, which is fed
into the pre-trained word embedding. The blocking mechanism consists of the pre-trained
word embedding, the tuple embedding, and the cosine pairing, as shown in Figure 3.
The pre-trained word embedding employs fastText to generate a high-dimensional vector
representation of each word in the concatenated string. Subsequently, the tuple embedding
aggregates these vectors into two vector sets, denoted as S and T, in which each embedding
has the same dimension and represents the concatenated string. The cosine- pairing module
selects the top-K nearest neighbors by calculating the similarity Q(S, T), and generates
candidate sets, C, for the embedding module.

4.2. The Embedding Module

The embedding module mainly performs one hot encoding and learns the embedding
of features for the entities. Our approach incorporates a SA and an AA into the embedding
module. Firstly, the SA captures the structural information of the knowledge graph by
employing three hidden layers, which is effective in addressing the limited connectivity
between entities in the domain KGs. Secondly, the AA assigns different weights according
to the importance of the attribute values through the attention mechanism, which can enrich
the representation of entities. Finally, jointly embedding both structural and attributive
information can capture more complex and diverse relationships among the entities and
improve the accuracy of our approach. Table 1 outlines the parts of the parameters of
our approach.

Table 1. The parts of the parameters of the SA and AA.

Notation Description

σ The nonlinear activation function
A The adjacency matrix
I The identity matrix
D The degree matrix corresponding to the adjacency matrix

W(l) The weight coefficient matrix of the l-th layer
Â = A + I The adjacency matrix with self-connection

Ni The collection of neighboring entities of the i-th entity in KGs
H The embedding of domain KGs

b(l) The bias term of the l-th layer

4.2.1. The Structure-Aware Entity Embedding

There is a lack of relationships between the entities in the domain KGs. To address
this issue, we utilize the attribute values (represented by white dots) as the bridges and
conduct iterative computations to progressively learn the multi-hop structural features of
the entities through the multiple hidden layers of the SA. We first construct the input of
the SA according to the attribute triples. Subsequently, we employ the SA with multiple
hidden layers to learn the high-dimensional representation vectors for each entity and
attribute value. These representation vectors can capture the semantic information between
entities and attribute values, and the relevant information between the entities gradually
spreads to the representation vectors of the other entities through the virtual relationship of
attribute values. Finally, the indirect relationship (represented by a dotted green line with
an arrow) between the entities can be captured through these representation vectors. The
aggregation process of the SA is shown in Figure 4.
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The computation of the hidden layer plays a crucial role in the aggregation process of
the SA. Due to the sparsity or even absence of relationship triplets in the domain knowl-
edge graphs, we utilize attribute triplets as a substitute for relationship triplets for feature
embedding. Multiple layers of the SA are employed to indirectly establish associations
between entities by learning multi-hop neighborhood information. The neighborhood
information can be quantified in the form of multiple hidden layers. Equation (1) encapsu-
lates a comprehensive formulation for the update of the l-th hidden layer, H(l), within the
SA. The function, f (·), is denoted as the update mechanism that utilizes the input from the
previous layer, H(l−1), and the adjacency matrix, A.

H(l) = f
(

H(l−1), A
)

(1)

In Equation (1), the parameters of the feature matrix, H(0), and the adjacency matrix,
A, in the SA are initialized according to the information about the dishes and related in-
gredients. Equation (2) presents a specific instantiation of the update mechanism, where
an activation function, σ(·), is applied and the propagation of information from the pre-
vious layer, denoted as AH(l−1)W(l−1), is incorporated. In addition, our approach selects
LeakyReLu as the specific activation function to mitigate gradient vanishing.

H(l) = σ
(

AH(l−1)W(l−1) + b(l−1)
)

(2)

In the equation above, b(l−1) represents the bias, which is a parameter adjusted through
back-propagation. To effectively capture the bidirectional relationships among the entities
and the inherent features of the entities during the process of feature learning, we perform
symmetric normalization and self-connection processing on the adjacency matrix, A, as
indicated by Equation (3):

Â = D−
1
2 AD−

1
2 + I (3)

Equation (4) is a variation of Equation (2). The update mechanism in Equation (4)
captures more structural information of the KGs through incorporating the normalized

Laplacian D̂
− 1

2 ÂD̂
− 1

2 , where D̂ is the diagonal matrix of node degrees. To accomplish
this, the propagation of information from the preceding layer is rescaled by employing

the diagonal matrix, D̂
− 1

2 . This rescaling strategy ensures a balanced influence among
neighboring entities in the knowledge graphs. By iteratively solving Equation (4), the
model is able to learn the higher-order features of the entities.

H(l) = σ

(
D̂
− 1

2 ÂD̂
− 1

2 H(l−1)W(l−1) + b(l−1)
)

(4)
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Through Equation (4), the embedding features of entity h(l)i in the l-th layer can be
derived as Equation (5), which illustrates the relationship between the embedding features
of entity h(l)i and its adjacent entities.

h(l)i = σ

(
∑

j∈Ni

D̂
− 1

2 ÂD̂
− 1

2 h(l−1)
j W(l−1) + b(l−1)

)
(5)

4.2.2. The Attribute-Aware Entity Embedding

The existing methods only employ attribute names in attribute embedding, but over-
look attribute values and the weights of the attribute values. Domain knowledge graphs,
especially of recipes, encompass a large number of attribute values that describe entities
with rich details. In addition, some attributes play a non-trivial role among the attributes of
entities. For example, the dish “tomato scrambled eggs” is mainly composed of tomatoes
and eggs, not salt. An AA is proposed to generate attribute-aware embeddings of the
entities via their attribute values and attribute weights. The AA employs the attention
mechanism and assigns appropriate weights to entity relationships based on the influ-
ence of adjacent entity features on the current entity. The AA requires paired adjacent
entities during training, and we utilize a multi-headed AA to improve the generalization
expression ability.

The computational process of the AA can be decomposed into two parts. The first part
is to calculate the normalized attention coefficient of the entities. To obtain the normalized
attention coefficient of the j-th neighboring entity, we first compute the attention coefficient
according to Equation (6). Subsequently, we employ softmax to normalize the result, as
shown in Equation (7).

In Equation (6), we first employ the weight matrix, W, to perform a linear transfor-
mation on the features of entities hi and hj, and then concatenate the transformed result.
This process can map the original features onto a higher-dimensional feature space, which
facilitates the capture of intricate inter-entity relationships. Next, we utilize the attention
weight vector, aT, to assign the adaptive weight for different features via computing the
scalar product with the concatenated result. Finally, we apply the LeakyReLu activation
function to the computed result to obtain the final attention score, eij.

eij = LeakyReLu
(

aT[Whi
∣∣∣∣Whj

])
(6)

aij = so f tmaxj
(
eij
)
=

exp
(
eij
)

∑kεNi
exp(eik)

, j, kεNi (7)

The second part aggregates the attention and characteristics of neighboring entities,
and achieves the comprehensive attribute-aware embeddings of the entities. The com-
prehensive attribute-aware embedding of the i-th entity denoted as h′i, is calculated as
Equation (8).

h′i = σ
(
∑j∈Ni

aijWhj

)
(8)

In order to comprehensively and diversely capture the representation of KGs, our
approach utilizes a multi-headed AA to capture the features of the entities from various
subspaces. In particular, each attention head independently learns its own attention weights
and generates corresponding feature vectors. K represents the number of heads of the AA
in Equation (9).

h′i(K) = σ

(
1
K

K

∑
k=1

∑j∈Ni
ak

ijW
khj

)
(9)
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4.2.3. The Jointly Embedding

In order to mitigate overfitting and enhance the accuracy and efficiency of DomainEA,
it is imperative to reduce and aggregate the embedding spaces generated by the SA and AA
in the jointly embedding phase. A global average pooling strategy is proposed to merge the
embedded spaces of the SA and AA. This strategy can not only capture spatial information
effectively, but also exhibits greater resilience to input space variations. Specifically, the
global average pooling strategy consolidates spatial information by summing it up and is
thus less sensitive to changes in the input space. Figure 5 illustrates the schematic diagram
of the jointly embedding phase.
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The purpose of the jointly embedding phase is to contact the comprehensive embed-
dings of the KGs, which is computed according to Equation (10). In Equation (10), we
employ the average pooling to extract the salient features from the output of aggregation
of H(l)

SA and H(l)
AA, and contact them to generate the jointly embedding. H(l)

SA and H(l)
AA,

respectively, represent the l-th output of the SA and AA embedding mechanisms.

H(l) = Contact
(

AvgPooling
(

H(l)
SA

)
, AvgPooling

(
H(l)

AA

))
(10)

4.2.4. The Spatial Mapping

After the jointly embedding phase, the entity embeddings of the distinct knowledge
graphs may have different dimensions, since the entities from distinct knowledge graphs
have different numbers of attribute values. The spatial mapping phase is tasked with
mapping the embedding spaces of two distinct knowledge graphs onto a unified space.
There are some pre-aligned entity pairs, which are selected before learning, and have
embedding vectors after the above-mentioned embedding phases. Through the embedding
vectors of the pre-aligned entity pairs from different KGs, we can achieve the transformation
matrix, T, calculated by Equation (11). hn

G1
and hn

G2
, respectively, represent the embedding

eigenvectors of the n-th pair of matching entities between KG1 and KG2. T represents the
transformation matrix of the two embedding vector spaces.

h1
G1

= Th1
G2

h2
G1

= Th2
G2

·
·
·

hn
G1

= Thn
G2

(11)

4.3. The Alignment Module

After the embedding module, the entity embeddings of the heterogeneous graphs have
a uniform vector space. The alignment module realizes the alignment task by calculating
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the similarity metric between the embedding features. Our approach utilizes the L2 norm to
calculate the distance between pairs of candidate entities, which is depicted in Equation (12):

D
(
ei, ej

)
=
∥∥h(ei)− h

(
ej
)∥∥

2 (12)

The variables ei and ej, respectively, represent pairs of candidate entities in two hetero-
geneous graphs, while D

(
ei, ej

)
signifies the distance of the candidate entities between ei

and ej. Respectively, h(ei) and h
(
ej
)

represent the eigenvectors of the embedded entities, ei
and ej.

Our approach falls under the category of an unsupervised entity alignment method,
so we introduce an unsupervised alignment consistency loss for the approach. Firstly,
we extract the set of all neighboring entities, ej, connected to ei in KG1, as Ni. Similarly,
we identify the corresponding entity e′i in KG2, and collect its neighbouring entities ek, to
form N′i . Subsequently, by evaluating the difference term for each entity pair

(
ei, e′i

)
using

Equation (13) and aggregating the results, we obtain the alignment discrepancy.

L = ∑ei∈KG1

∥∥∥∥∥ 1
|Ni|∑ej∈Ni

D
(
ei, ej

)
− 1∣∣N′i ∣∣∑ek∈N′i

D
(
e′i , ek

)∥∥∥∥∥ (13)

According to Equation (13), it encourages similar entities to possess similar neighbor-
ing entities in both knowledge graphs while maintaining consistency in their alignments.
Ultimately, by minimizing the consistency loss, our approach can learn a consistent align-
ment pattern and facilitate the alignment of entity pairs.

5. Experiments and Results
5.1. The Experimental Settings
5.1.1. Datasets

Most existing works evaluate their methods on DBP15K, which can only be used
for the cross-lingual KG alignment task and is not suitable for our research. DomainEA
is proposed for aligning entities of different sources to improve the quality of domain
knowledge graphs, so we conducted experiments on two heterogeneous datasets, e.g., ZH-
MSJ and ZH-ZHYSW, from Chinese recipe websites. Notably, the dataset has been released
on GitHub https://github.com/ZhongJinjun/DomainEA (accessed on 31 December 2022)
to facilitate access for scholars who may wish to employ it for research purposes. ZH-MSJ
consists of 8156 entities, 18 attributes, and 95,145 attribute triples. ZH-ZHYSW includes
6083 entities, 11 attributes, and 46,652 attribute triples, as shown in Table 2. The original
knowledge graphs are constructed according to ZH-MSJ and ZH-ZHYSW.

Table 2. Statistics of datasets.

Dataset Entity Attribute Attribute Triple

ZH-MSJ 8156 18 95,145
ZH-ZHYSW 6083 11 46,652

5.1.2. Experimental Environment

This section describes the experimental environment for DomainEA, including the
hardware and software tools, shown in Table 3, and the hyperparameters of the approach,
shown in Table 4. We ultimately set the dimensional embeddings of the SA and AA at 128.

5.1.3. Evaluation Metrics

The state-of-the-art methods were evaluated in terms of Hits@n and Mean Reciprocal
Rank (MRR). For a fair comparison, we employed Hits@n and MRR to evaluate all the
experimental results. Hits@n indicates the proportion of the target entities which are ranked
in the top-n positions, as shown in Equation (14). MRR indicates the average reciprocal

https://github.com/ZhongJinjun/DomainEA
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rank of the target entity in the alignment ranking, as shown in Equation (15). For all the
evaluation metrics, a higher score indicates better performance. We report Hits@1, Hits@10,
Hits@50, and MRR for the approach on each dataset.

Hits@n =
1
N

N

∑
i=1

I(Ranki ≤ n) (14)

MRR =
1
N

N

∑
i=1

1
Ranki

(15)

Table 3. Hardware and software tools.

Tools Value

CPU Intel Core i7-12700H
RAM 32 GB
HDD 2 TB

PyTorch 1.10.2
Python 3.6.2
Scipy 1.5.4

Numpy 1.16.2

Table 4. Hyperparameters of DomainEA.

Hyperparameters Description Value

Keep-prob The keep probability of neuron 0.9
Learning rate The step size for model parameter updates 0.001

Alpha The slope of LeakyReLu 0.2
Max epoch The maximum number of training epochs 100

In the filtering module, we excluded noisy entities and generated candidate sets, C,
on Tables 1 and 2. We evaluated three blocking solutions in terms of Recall and CSSR on
ZH-MSJ and ZH-ZHYSW. A higher Recall and lower CSSR indicate a better performance.
The Recall and CSSR, respectively, are shown in Equations (16) and (17). G represents the
set of true matches between A and B.

Recall =
|G ∩ C|
|C| (16)

CSSR =
|C|
|A× B| (17)

5.1.4. Baseline Methods

We compared our approach (DomainEA) to the following baselines:

• GCN-Align: GCN-Align [31] employs GCN to effectively encode both the structural
and attribute information of the entities and to generate high-quality embedding
vectors. The method calculates the similarity of the structural and attribute feature
vectors of the entities, and subsequently integrates them via a weighted summation,
which provides a criterion for the entity similarity assessment.

• MuGNN: MuGNN [26] employs GNN to embed the structural information of the
knowledge graph into multiple channels. Additionally, it utilizes an attention mecha-
nism to assign weights to the relationships between entities, ultimately facilitating the
calculation of the similarity of embedding features for achieving alignment.

• HGCN: HGCN [27] is an entity alignment method for employing GCN to capture the
implicit features of entities and relationships via jointly learning, and to iteratively
learn the embedding representations of entities and relationships.
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• FGWEA: FGWEA [41] is an unsupervised entity alignment framework with Gromov–
Wasserstein distance. The method can make full use of the structural information of
the knowledge graph to realize a comprehensive comparison of the corresponding
entities in different knowledge graphs through optimizing entity semantics and the
knowledge graph structure.

• PEEA: PEEA [42] belongs to a weakly supervised learning framework. In addition
to absorbing structural and relational information, PEEA is designed to enhance the
connections between distant entities and labeled entities by integrating positional
information into the representation learning process through a Position Attention
Layer (PAL).

• SDEA: SDEA [43] consists of attribute embedding and relation embedding. SDEA
first employs the pre-trained language model transformer to extract the semantic
information of attribute values, and then utilizes GRU equipped with an attention
mechanism to aggregate the structural information of neighbor entities.

5.2. The Experimental Results
5.2.1. The Comparison of Six Baseline Methods

We conducted comparative experiments on ZH-MSJ and ZH-ZHYSW. The experimen-
tal results of all the metrics are shown in Table 5. Most of the existing methods assume that
the knowledge graph has abundant relationships among the entities. However, the absence
of relationships between entities in the domain knowledge graph undermines the efficacy
of the baselines and the accomplishment of the alignment task properly. Consequently,
we utilized attribute triples to replace relationship triples in the learning process of the
baselines, and denoted them with the symbol, “+”. “↑” and “↓” indicates an increment or
decrement in the baselines, which utilized attribute triples to replace relationship triples
compared to themselves in Table 5. We could not execute MuGNN and HGCN directly,
for they mainly utilize relationship triples for embedding, so we utilized “—” to represent
their values in the metrics. Moreover, GCN-Align employs GCN to embed structural
and attribute information for the entities, so GCN-Align+ is similar to GCN-Align in all
the metrics.

Table 5. Comparative experiments.

Method Hits@1 (%) Hits@10 (%) Hits@50 (%) MRR (%)

GCN-Align 46.25 86.74 92.21 60.07
MuGNN —— —— —— ——
HGCN —— —— —— ——

FGWEA 55.94 88.79 92.36 69.45
PEEA 53.59 88.61 90.16 67.98
SDEA 55.18 89.26 91.65 70.94

GCN-Align+ 47.03 (0.78↑) 86.13 (0.61↓) 92.73 (0.52↑) 60.41 (0.34↑)
MuGNN+ 53.71 92.48 96.74 69.09
HGCN+ 59.02 95.38 97.19 73.23

FGWEA+ 62.14 (6.2↑) 97.24 (8.45↑) 99.02 (6.66↑) 76.61 (7.16↑)
PEEA+ 60.39 (6.8↑) 93.87 (5.26↑) 98.71 (8.55↑) 74.63 (6.65↑)
SDEA+ 62.98 (7.8↑) 97.45 (8.19↑) 98.15 (6.5↑) 78.77 (6.83↑)

DomainEA 64.66 98.07 98.91 79.02

Table 5 suggests that the performance of DomainEA outperforms the baselines of
almost all the metrics. The reasoning for that is, in the filtering module, DomainEA can
effectively exclude noisy entities and select a few candidate entities before KG embedding.
In the embedding module, we employed the SA to generate the high-order local features,
and introduce attention to the dynamically calculated weights between the entities and
attribute values in the AA. These strategies enhanced the efficacy of entity alignment. How-
ever, in comparison to the other baselines, MuGNN+ and HGCN+ only rely on structural
information for embedding, while ignoring the significance of entity attribute values on
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the alignment tasks, which results in the loss of semantic information about the entities.
Although GCN-Align+ jointly embeds both the structural and attribute information of
the KGs, as domain-specific KGs contain abundant interference information, GCN-Align+
cannot effectively address this problem, which leads to a suboptimal alignment perfor-
mance. PEEA+ relies on a limited number of anchor links for training, but it is a challenge
to obtain high-quality anchored links in recipes, so the performance of PEEA+ may be
limited. FGWEA+ mainly utilizes structural information to optimize entity semantics and
knowledge graph structure. However, in domain knowledge graphs, the lack of structural
information makes us have to utilize attribute triples to replace the relationship triples,
which limits the effectiveness of FGWEA+. SDEA+ demonstrates sub-optimal performance
across all the metrics. A thorough analysis of its limitations reveals that it employs a
transformer to extract semantic information from the entity attributes, and utilizes a GRU
with an attention mechanism to capture the structural information of entities. While this
design yields satisfactory results for the entity alignment task of the domain knowledge
graph, it falls short in effectively filtering out noisy entities. As a consequence, SDEA+
slightly underperforms compared to DomainEA.

Moreover, the results reveal a substantial enhancement in the performance of the
baselines when we employed attribute triples to replace relationship triples for entity
embedding in the entity alignment task of the domain knowledge graph. Specifically,
FGWEA+, PEEA+, and SDEA+ achieved a 5.26–8.55% improvement in all metrics. In
particular, FGWEA+, respectively, achieved improvements of 6.2%, 8.45%, 6.66%, and
7.16% in Hits@1, Hits@10, Hits@50, and MRR. PEEA+ achieved an average improvement
of 6.8% across all metrics, with a particularly substantial improvement of 8.55% observed in
Hits@50. SDEA+, respectively, achieved improvements of 7.8%, 8.19%, 6.5%, and 6.83% in
Hits@1, Hits@10, Hits@50, and MRR. This improvement substantiates the indispensability
of integrating attribute triples into the process of embedding.

5.2.2. Ablation Experiments

For a comprehensive evaluation of our approach, we conducted three comparative
experiments. Respectively, the first experiment was to compare the three deep-learning
blocking methods. These methods have different tuple embedding solutions in the filtering
module, and these solutions, respectively, are autoencoder, CTT, and hybrid. The second
experiment was to evaluate DomainEA and DomainEA-f; DomainEA-f refers to an entity
alignment method which does not have a filtering module compared to DomainEA. The
third experiment was to evaluate the effect of DomainEA with various hidden layers in
the SA. The primary objective was to verify the necessity of implementing the filtering
module and to investigate the influence of the number of hidden layers in the SA on the
experimental outcomes.

In the filtering module, we employed self-supervision deep-learning blocking to
exclude noisy entities and generate the candidate sets for each entity. Blocking consisted
of pre-trained word embedding, tuple embedding, and cosine pairing. We selected three
representative solutions in the tuple embedding: autoencoder, CTT, and hybrid, which
achieve higher recall and smaller candidate sets on the various datasets. These tuple
embedding solutions are shown as follows:

• Autoencoder: The autoencoder model consists of an aggregator, encoder, and decoder.
The aggregator can dispose of the various sequences of word embedding, which the
feed-forward NN cannot accept. The encoder and decoder utilize two-layer feed-
forward NNs with the Tanh activation function to reconstruct the feature of the entity.

• CTT: The CTT model consists of an aggregator, Siamese summarizer, and classifier.
CTT exploits information in multiple tuples. It perturbs the tuples in Tables 1 and 2,
and generates synthetic labeled data, which can train a deep-learning model to produce
embeddings for each tuple.
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• Hybrid: The hybrid model consists of an autoencoder and CTT, which are stacked by
training the autoencoder first and then the CTT. This method employs the trained en-
coder of the autoencoder as the aggregator for CTT to generate the tuple embeddings.

We conducted an evaluation of the recall of the three methods above on various
candidate set sizes. The results, presented in Table 6, indicate that the autoencoder almost
always achieved the highest recall on multiple candidate sets, compared to the CTT and
hybrid. Moreover, the hybrid model, respectively, achieved the highest recall on 1.41 and
2.53, and both autoencoder and CTT achieved the highest recall on 5.62. In general, all three
methods had high recall on small candidate set sizes. Therefore, our approach selected
autoencoder as the tuple embedding for the filtering module.

Table 6. The recall of solutions on various CSSR.

CSSR (%) Autoencoder CTT Hybrid

1.41 81.03 78.41 83.26
1.69 84.74 81.69 84.39
1.97 87.16 84.69 86.40
2.25 92.63 87.49 89.92
2.53 94.25 93.82 96.20
2.81 98.03 96.62 97.05
5.62 99.90 99.90 99.57

We conducted a comparative experiment on DomainEA-f and DomainEA. Through
this experiment, we could evaluate the effectiveness of the filtering module.

Table 7 reveals that DomainEA outperformed DomainEA-f on all the evaluation met-
rics and has superior runtime efficiency. Specifically, DomainEA, respectively, achieved
improvements of 6.27%, 2.34%, 1.25%, and 7.88% in Hits@1, Hits@10, Hits@50, and MRR,
while reducing the runtime by 43.04 s when compared to DomainEA-f. The result shows
that DomainEA can effectively exclude noisy entities and greatly simplify the calcula-
tion process.

Table 7. Entity alignment results with a change of filtering module.

Method Hits@1 (%) Hits@10 (%) Hits@50 (%) MRR (%) Time (s)

DomainEA-f 58.39 95.73 97.66 71.14 49.47
DomainEA 64.66 98.07 98.91 79.02 6.43

We conducted an experiment with various numbers of hidden layers of the SA and
investigated the impact of the number of hidden layers on our approach. The experiment
results are shown in Table 8.

Table 8. Entity alignment results with various numbers of hidden layers of the SA.

#Layers Hits@1 (%) Hits@10 (%) Hits@50 (%) MRR (%)

1 53.88 93.98 97.74 71.91
2 64.32 97.24 98.16 77.72
3 64.66 98.07 98.91 79.02
4 64.41 97.91 98.93 78.86
5 62.32 97.15 98.33 76.35

We can infer from the experimental results in Table 8 that increasing the number
of hidden layers in the SA has a positive impact on all the evaluation metrics, but does
not mean better performance will be achieved. In particular, the 1-layer SA received the
lowest scores on all the metrics compared to the others. Except for the 4-layer SA, which
recorded the highest score in Hits@50, the 3-layer SA achieved the highest scores on the
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other performance metrics. However, for the metric Hits@n, for the same score, the smaller
the value of n was the more superior the method. Moreover, when the number of layers of
the SA exceeded three, the performance of DomainEA declined. Overall, these findings
suggest that increasing the SA layer can capture the higher-order entity features, but the
model will incur an overfitting problem as the number of SA layers increases. It is important
to select the appropriate number of hidden layers of the SA for the specific application.

5.2.3. Results on Various-Scale Datasets

We conducted an experiment with various sizes of datasets to evaluate the stability of
our approach. We randomly selected 1000, 2000, and 3000 entities from the original KGs
to construct three sub-KGs, noted as KG_1K, KG_2K, and KG_3K, in order to evaluate
DomainEA and observe the trend of the change in metrics. The experimental results are
depicted in Table 9. We can observe the trends of variation for all the metrics. Firstly,
Hits@1 exhibits fluctuations with the increasing size of the dataset. From KG_1K to KG_2K,
Hits@1 decreases by 0.35 percentage points. However, Hits@1 and MRR achieve significant
improvement on KG_3K, reaching 60.48% and 75.22%. Secondly, in relation to Hits@10
and Hits@50, there is a positive correlation between the expansion of the dataset size and
the improvement in these metrics. For instance, Hits@10 rises from 95.37% to 95.98%,
and Hits@50 escalates from 97.48% to 98.16%. In summary, as the size of the dataset
changes, the fluctuations of all the evaluation metrics are small. It implies that the various
sizes of datasets have a subtle influence on the evaluation metrics and our approach has
favorable stability.

Table 9. Entity alignment results with various numbers of hidden layers of GCNs.

Dataset Hits@1 (%) Hits@10 (%) Hits@50 (%) MRR (%)

KG_1K 57.24 95.37 97.48 74.35
KG_2K 56.89 95.48 97.66 73.81
KG_3K 60.48 95.98 98.16 75.22

6. Summary

In this work, we focus on the domain problem of entity alignment. We propose a novel
approach (DomainEA) that can be effectively implemented on domain-oriented knowledge
graphs. Existing methods are aimed at enhancing cross-lingual links, but when applied to
the domain-oriented task of entity alignment, they have difficulty effectively solving the
aforementioned problems in the introduction. In response to the issue that domain KGs
have few relationships between entities, our approach integrates attribute triples instead of
relationship triples to achieve the task of entity alignment. Specifically, we first employed
a filtering module consisting of attribute values to exclude noisy entities, and selected a
candidate set for each entity to reconstruct the sub-KGs. Then, we employed a SA and
an AA to integrate the implicit features of the entities, and to map the heterogeneous
KGs onto a unified space. Finally, the alignment module realized the alignment task by
calculating the similarity among the entity embeddings. Compared to the five baselines,
our approach consistently performed better on real datasets, and comparisons from the
ablation experiments also demonstrate the usefulness of the filtering module and SA.

DomainEA achieves some advancements in the task of domain-oriented entity align-
ment. However, it also has some limitations to its applications. We will pay more attention
to investigating two aspects of our approach in future work:

Firstly, DomainEA only performed well on two Chinese-recipe datasets, which limits
its universality. So we will evaluate DomainEA on multilingual datasets, e.g., English and
French, and on domain-oriented datasets, e.g., biomedical science and social media.

Secondly, we utilized attribute values to capture the features of entities, but entities
also have other useful features, such as entity descriptions and entity names. Therefore, we
will enhance DomainEA by combining these characteristics in future work.
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