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Abstract: Retail transactions have become an integral part of the economic cycle of every country and
even on a global scale. Retail transactions are a trade sector that has the potential to be developed
continuously in the future. This research focused on building a specified and data‑driven recommen‑
dation system based on customer‑purchasing and product‑selling behavior. Modified RFM analysis
was used by adding two variables, namely periodicity and customer engagement index; clustering
algorithm such as K‑means clustering and Ward’s method; and association rules to determine the
pattern of the cause–effect relationship on each transaction and four types of classifiers to apply and
to validate the recommendation system. The results showed that based on customer behavior, it
should be split into two groups: loyal and potential customers. In contrast, for product behavior,
it also comprised three groups: bestseller, profitable, and VIP product groups. Based on the result,
K‑nearest neighbor is the most suitable classifier with a low chance of overfitting and a higher per‑
formance index.

Keywords: recommender systems; modified RFM analysis; association rules; machine learning

1. Introduction
In today’s dynamic economic landscape, retail transactions have gained prominence,

particularly in the burgeoning e‑commerce sector. As global e‑commerce sales surge from
USD 1.3 trillion in 2014 to an estimatedUSD 4.9 trillion in 2021, as reported by Statista [1,2],
the retail sector reveals remarkable potential for continuous growth. As a result of this evo‑
lution, businesses are being compelled to adapt to ever‑evolving consumer needs and are
now fiercely competing to enhance services, using data‑driven insights. This necessitates
the development of customized recommendation and promotion systems tailored to indi‑
vidual consumer behaviors. In addition, extensive data analysis has become a cornerstone
of retail research, driving advancements aimed at boosting sales figures. With the urgency
of remaining competitive, retailers across the globe upgrade digital advertisements, perfect
personalization strategies, and boost loyalty programs.

Among the various methods employed to enhance retail transactions, the RFM‑based
and clustering approaches have shown great effectiveness. Alfian et al. [3] analyzed
customer‑purchasing patterns using the RFM model and K‑means algorithm to investi‑
gate customer loyalty. Chen et al. [4–6] utilized the RFM model as a behavioral basis for
their studies. Their research integrated techniques such as K‑means clustering and de‑
cision trees to analyze customer purchasing behavior [4]. By identifying the most prof‑
itable customers and predicting potential profitability using linear regression, multi‑layer
perceptron, and naïve Bayesian [5], they provided valuable insights for strategic decision
making. Additionally, they employed dynamic time‑series models and neural networks
for customer lifetime value prediction, further enhancing the understanding of customer
behavior [6].
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Association rule mining is widely used in product recommendation systems [7–9].
Studies by Lin et al. [7], Raorane et al. [8], and Liu et al. [9] utilized association rules to an‑
alyze consumer‑purchasing behavior and develop recommendation systems. Lin et al. [7]
segmented consumer‑purchasing and product‑selling behavior using quintiles differentia‑
tion in RFM value calculation and carried out association rules analysis as the extension of
the recommendationmodel. According to Raorane et al. [8], the whole dataset was used as
inputs on association rules mining to study consumer segmentation and transaction pat‑
terns. It generated a list of general product recommendations based on the transactions.
Liu et al. [9] found that modifying support and confidence threshold values on associa‑
tion rules influenced the extent of product recommendation analysis. Nevertheless, these
studies encountered limitations such as the lack of correlation between customer–product
behavior and the recommendation system, generic recommendations, and applicability to
specific customer segments only.

Our study refers to specific product recommendations for each customer group that
are segmented based on the customer‑purchasing behavior and also tries to recognize the
pattern of product‑selling behavior for each product group. As a result, this research
aims to develop a specific recommendationmodel based on customer‑buying and product‑
selling behavior, as existing models have yet to account for these two characteristics fully.
The modified RFM analysis with additional variables, namely periodicity and customer
engagement index, enhance the system’s accuracy and effectiveness in identifying pat‑
terns that support a deeper understanding of customer behavior. The developed model
presents a new approach to product recommendation for each customer or company’s
marketing strategy recommendation. It recognizes the pattern of customer‑buying and
product‑selling behavior using the modified RFM model, customer engagement index,
and clustering. The ranked customer–product category relationship shows if there is any
connection between each customer‑buying and product‑selling behavior. In this paper,
association rules mining is compared with the results of classification based on the cus‑
tomer and product, oriented to develop a novel recommendation system applicable to the
retail market.

2. Theoretical Framework
2.1. Modified RFMModel and Customer Engagement Index (CEI)

Customer centricity is essential for success in the dynamic world of retail, where com‑
panies strive to provide customized experiences and maximize marketing initiatives. The
RFM model, initially introduced by Hughes [10], is a framework for analyzing and pre‑
dicting customer behavior based on recency, frequency, and monetary attributes. How re‑
cently a customer made a purchase is referred to as their recency. Customers who recently
made purchases are frequently thought of as being more involved and possibly as being
worthmore to a company. The frequency of a customer’s purchases over a specific time pe‑
riod is represented by frequency. Customers that make repeated purchases may be more
loyal and spend more money overall. Money spent by consumers on purchases is known
as their monetary expenditure. Customers that spend more money are typically more im‑
portant to a company’s income. The capacity of RFManalysis to identify discrete consumer
categories based on their transactional behavior has attracted much interest. Over the past
two decades, the RFM model has undergone evolution by incorporating additional vari‑
ables such as customer relationship length [11–16], time since first purchase [11], churn
probability [11], and product category group information [12]. RFMmodels are swift to im‑
plement and effectively capture customer characteristics, making them widely applicable
in customer analysis and segmentation in various industries. Customers can be evaluated
using actual values or the customer quintile differentiation method [7,13], which sorts cus‑
tomers into five equal quintiles based on RFM variables. The weighting of model variables
can be equal or different based on industry characteristics [14].

However, in this research, we did not use all of the variables that were mentioned
above since not all of them are related to retail terminologies. Rather, we used the term
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“modified RFM” to explain any modification we proposed for the basic RFM model to
have a clearer and deeper analysis, specifically from the retail perspective. Peter and Ko‑
cyigit [14] proposed incorporating a periodicity variable into the RFM model, which indi‑
cates the regularity of a customer’s visits or purchases at fixed intervals. Nevertheless, in
this study, we also focused on measuring the engagement level for each customer since,
regarding retail, the engagement of customers who come and purchase at retail stores also
determines the level of sales and company profits.

Herein, we introduce a customer engagement index (CEI) as another metric to assess
customer engagement. Customer engagement, referring to the ongoing interactions and
participations between a business and its customers, focuses on understanding individual
purchasing behavior across different touchpoints and channels. Jen et al. [15] empha‑
sized that expected frenquency of customer interaction significantly contribute to a com‑
pany’s revenue. However, the customer engagement index specifically relates to customer‑
purchase behaviour. This model utilizes the time intervals between purchases in a cus‑
tomer’s historical consumption data as a variable. The formula proposed by Su et al. [16]
is calculated using maximum likelihood estimation (MLE) and weighted maximum likeli‑
hood estimation (WMLE)
as follows:

CEI =
MLE − WMLE

MLE
(1)

MLE = ∑n−1
i=0 ∑n

j=i+1 ∆tij (2)

∆tij = Xj − Xi + 1 (3)

WMLE = ∑n−1
i=0 ∑n

j=i+1 ∆tij × Wi (4)

In this method, the total average of intervals between each purchase period for each
customer is calculated. Transactionweights (Wi) are based on their order, with closer trans‑
actions having a higher weight. The timing of each customer’s purchases is taken into ac‑
count. Here, i represents a transaction, j represents a subsequent transaction, and n reflects
the total number of transactions for each customer or the frequency of purchases during a
specific period. Xj and Xi denote the transaction dates. Note that ∆tij is incremented by 1
to include the current transaction date.

To calculate the sum ofMLE, ∆tij is the duration between two transactions or between
the last transaction and a dummy research date. WMLE is the weighted approximation ob‑
tained by summing the product of ∆tijandWi.ACEI value greater than 0 (CEI > 0) indicates
high customer engagement or an active customer, while a CEI value less than 0 (CEI < 0)
signifies low customer engagement or an inactive customer. However, for this research,
we assume that the highest CEI value is normalized to 1, and the lowest value is normal‑
ized to 0. Figure 1 mentions the schematic diagram for calculating customer engagement
activity, meaning that the more transactions completed by the customer, the higher the
CEI. This also happens if the duration between pair of transactions is small enough. This
denotes a frequent customer.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 4 of 24 
 

account. Here, i represents a transaction, j represents a subsequent transaction, and n 

reflects the total number of transactions for each customer or the frequency of purchases 

during a specific period. Xj and Xi denote the transaction dates. Note that Δ𝑡𝑖𝑗  is 

incremented by 1 to include the current transaction date. 

To calculate the sum of MLE, Δ𝑡𝑖𝑗  is the duration between two transactions or 

between the last transaction and a dummy research date. WMLE is the weighted 

approximation obtained by summing the product of Δ𝑡𝑖𝑗 and 𝑊𝑖 .  A CEI value greater 

than 0 (CEI > 0) indicates high customer engagement or an active customer, while a CEI 

value less than 0 (CEI < 0) signifies low customer engagement or an inactive customer. 

However, for this research, we assume that the highest CEI value is normalized to 1, and 

the lowest value is normalized to 0. Figure 1 mentions the schematic diagram for 

calculating customer engagement activity, meaning that the more transactions completed 

by the customer, the higher the CEI. This also happens if the duration between pair of 

transactions is small enough. This denotes a frequent customer. 

 

Figure 1. Schematic Diagram of Customer Engagement Activity. 

2.2. Unsupervised Machine Learning: Clustering and Association Rule Mining 

This section focuses on two types of unsupervised machine learning: clustering and 

association rule mining. Clustering is a data science technique that identifies patterns 

within a dataset based on similarities and dissimilarities between different clusters. There 

are two broad categories of clustering methods: probability-model-based approaches and 

nonparametric approaches [17]. The K-means clustering algorithm, a classic and efficient 

method, randomly selects k sample points as initial cluster centers, calculates the distance 

between the remaining sample points and the initial centers, assigns each point to the 

nearest cluster, and iteratively updates the cluster centers until convergence [18]. 

The elbow method (EM) and silhouette validation index are commonly used to 

determine the optimal number of clusters and evaluate the quality of clustering. The EM 

formula calculates the sum of distances within each cluster and considers the number of 

points in each cluster [19]. On the other hand, the silhouette validation index, introduced 

by Rousseeuw [20], measures the proximity of each data point to others within the same 

cluster and evaluates how well clusters are separated. It is based on the distances between 

points within and between clusters. The optimal value of k corresponds to the maximum 

silhouette value, indicating a better partition of the data points [21]. 

The market basket analysis carried out in the 1970s and 1980s is the origination of 

association rules mining. To find patterns of frequently purchased commodities, 

researchers first looked at how shoppers behaved in supermarkets. Optimizing product 

positioning and advertising was intended to increase sales. In 1994, Agrawal and Srikant 

invented the apriori algorithm, regarded as one of the most important contributions to 

association rules mining. Using the “apriori property”, which stipulates that any non-

empty subset of a frequent itemset must likewise be frequent, this approach finds frequent 

itemsets. The apriori technique significantly decreases the computational difficulty of 

locating frequent itemsets [22]. 

Figure 1. Schematic Diagram of Customer Engagement Activity.



Appl. Sci. 2023, 13, 10057 4 of 23

2.2. Unsupervised Machine Learning: Clustering and Association Rule Mining
This section focuses on two types of unsupervised machine learning: clustering and

association rule mining. Clustering is a data science technique that identifies patterns
within a dataset based on similarities and dissimilarities between different clusters. There
are two broad categories of clustering methods: probability‑model‑based approaches and
nonparametric approaches [17]. The K‑means clustering algorithm, a classic and efficient
method, randomly selects k sample points as initial cluster centers, calculates the distance
between the remaining sample points and the initial centers, assigns each point to the near‑
est cluster, and iteratively updates the cluster centers until convergence [18].

The elbow method (EM) and silhouette validation index are commonly used to de‑
termine the optimal number of clusters and evaluate the quality of clustering. The EM
formula calculates the sum of distances within each cluster and considers the number of
points in each cluster [19]. On the other hand, the silhouette validation index, introduced
by Rousseeuw [20], measures the proximity of each data point to others within the same
cluster and evaluates howwell clusters are separated. It is based on the distances between
points within and between clusters. The optimal value of k corresponds to the maximum
silhouette value, indicating a better partition of the data points [21].

The market basket analysis carried out in the 1970s and 1980s is the origination of as‑
sociation rules mining. To find patterns of frequently purchased commodities, researchers
first looked at how shoppers behaved in supermarkets. Optimizing product positioning
and advertising was intended to increase sales. In 1994, Agrawal and Srikant invented
the apriori algorithm, regarded as one of the most important contributions to association
rules mining. Using the “apriori property”, which stipulates that any non‑empty subset of
a frequent itemset must likewise be frequent, this approach finds frequent itemsets. The
apriori technique significantly decreases the computational difficulty of locating frequent
itemsets [22].

Association rule mining (ARM) is widely utilized in amultitude of industries, such as
market basket research [8,23], stock market analysis [24], recommendation
systems [7,19,22,25–27], healthcare [28,29], andmore [30]. This powerful technique plays a
pivotal role in aiding organizations in making informed decisions [8,22,25,26], improving
customer experience [7,19], and implementing preventive strategies [28,29]. Data mining
identifies frequent itemsets (groups of items that frequently appear together) and gener‑
ates explanations for them. The rules are expressed as “if‑then” statements, where the
antecedent is the presence of the items, and the consequent is the element likely to occur
with the antecedent. The itemset support refers to the frequency of occurrence of an itemset
in a dataset. The itemset percentage represents the percentage of itemsets in a transaction
compared to all transactions. The confidence level, indicating the rule’s reliability, is de‑
termined by the ratio of transactions containing both the antecedent and consequent items
to transactions containing only the antecedent [22,23].

2.3. Supervised Machine Learning: Classification
This section discusses the practical application of supervised machine learning algo‑

rithms, specifically focusing on classification techniques such as decision trees, bagging,
AdaBoost, and K‑nearest neighbors (KNN). Classification algorithms play a crucial role in
predicting outcomes on new data by analyzing labeled training data, providing valuable
insights, and supporting decision making across various disciplines. Each classification
method offers unique working principles and benefits that we will explore further [18].

Decision trees, versatile machine learning models for classification and regression
tasks, employ a hierarchical tree‑like structure. Each internal node represents a feature and
threshold, while leaf nodes represent classes or predicted values. This simple yet powerful
structure facilitates the identification of key variables influencing customer segmentation.
Decision trees create homogeneous subsets by recursively partitioning data based on fea‑
ture thresholds, making them easy to comprehend and visualize [23]. Additionally, their
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transparency helps uncover patterns and customer groups more likely to be classified as
“high‑value”.

In cases where improved classification accuracy is required, ensemble methods like
AdaBoost and bagging come into play. Both methods aim to enhance predictive accuracy
and robustness by combining the predictions of multiple base models [18]. Bagging trains
multiple instances of the same base model on different subsets of the training
data [24,25], while AdaBoost focuses on misclassified samples and assigns higher weights
to them during training [24,26]. Doing so allows weaker models to adapt and improve
over time. Bagging reduces model variance while maintaining or improving bias, making
it effective for small datasets or models prone to overfitting [25]. On the other hand, Ad‑
aBoost reduces model bias while maintaining or improving variance, making it suitable
for more complex models [24].

The idea behind AdaBoost lies in iteratively assigning higher weights to misclassified
instances, making them more influential in subsequent training rounds. Initially, all data
points in the training dataset are given equal weights. The first weak learner is trained
using the initial sample weights and evaluated on the trained data. Misclassified samples
are identified, and their weights are increased. These weights emphasize the importance
of each instance during the training process. Since AdaBoost focuses on improving weak
learners’ performance (such as shallow decision trees), the weights of misclassified sam‑
ples are increased during each training cycle, making them more influential in the subse‑
quent training rounds. Such a process is repeated for a predefined number of iterations or
until the desired level of accuracy is achieved. The final prediction is obtained by averag‑
ing or voting on the predictions of each model, creating a weighted mixture of the weak
learners’ forecasts [24,26].

Bagging, enhanced by random forests, significantly improves classification perfor‑
mance through ensemble methods. The process involves trainingmultiple instances of the
same basemodel ondifferent subsets of the training data obtained through bootstrapping—
a random sampling technique with replacement. The bagging algorithm randomly selects
N instanceswith replacements froma trainingdatasetwithN instances. Each subset, called
a “bootstrap sample”, is applied to train a separate base model. Since each base model is
trained on a different bootstrap sample, they are relatively independent. In bagging, diver‑
sity is essential, as it reduces overfitting and increases robustness overall. A final prediction
is calculated by averaging the predictionsmade by each tree. Random forest is particularly
effective for handling high‑dimensional data and complex issues, as it lowers overfitting
risk, improves accuracy, and ranks the priority features. Due to its effectiveness and relia‑
bility, random forest has gained popularity in various classification problems [24,27,28].

Machine learning uses the classification and regression algorithmK‑nearest neighbors
(KNN). It operates under the tenet that related data points frequently have the same label or
value. Based on a selected distance metric (such as Euclidean distance), KNN determines
the “K” closest data points in the training set given a new data point. For classification
tasks, the algorithm then selects the most prevalent class among these neighbors as the
forecast; for regression tasks, it averages their values. KNN is straightforward, flexible in
terms of data distributions, and useful for small‑ to medium‑sized datasets [23].

3. Research Methodology
This study aims to develop a product recommendation system that utilizes previous

transaction data to suggest potential customer purchases. By employing clustering mod‑
els, the study explores the correlations between customer groups and their purchases of
various products to uncover meaningful customer characteristics.

In this study, we initially applied a modified RFMmodel with customer engagement
index (CEI) to transform customer transaction data into R‑values, F‑values, M‑values, p‑
values, and CEI values. These values were then categorized into two groups: customer‑
oriented and product‑oriented. Correlation values were calculated for each group, and
several models were selected for further analysis. The experimental design involves clus‑
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tering based on four variables: models, clustering methods, clustering performance met‑
rics, and the number of clusters. The output of the correlation calculation determined the
combination variables. The clustering method variables employed Ward’s method and K‑
means clustering. Metrics such as the silhouette index (Sil), Calinski–Harabasz (CH) index,
and Davies–Bouldin (DB) index were used to evaluate clustering performance.

Additionally, the number of clusters resulting from the clustering process was com‑
pared. Analysis of variance (ANOVA) and analysis of mean (ANOM) approaches identi‑
fied variables significantly impacting the clustering step. These variableswere then used to
segment the customer‑oriented and product‑oriented groups. Association rules were uti‑
lized to identify correlations between customers’ purchases of different products, allowing
for the grouping highly correlated products and increased profitability for the supermar‑
ket. This approach also provides insights into customer buying behavior within each prod‑
uct group. The antecedents and consequents of the association rules for customer buying
behavior were employed to generate a product recommendation system using classifica‑
tion algorithms such as random forest classifier, a combination of AdaBoost algorithm or
bagging algorithm with decision tree classifier, and K‑nearest neighbor. The association
rule mining (ARM) results were divided into training and testing groups to evaluate the
performance of each classifier and validate the product recommendation system. The re‑
search framework is depicted in Figure 2 4.
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3.1. Data Description and Preprocessing
The present study analyzed a retailingmart database consisting of 5870members. The

dataset used for analysis was “online_retail_II.csv”, which contains 1,044,848 transactions
spanning from December 2009 to December 2011. The dataset includes eight variables:
invoice, stockcode, description, quantity, invoice date, price, customer ID, and country.
Four variables were selected for this study, including customer ID, which represents the
customer identity number associated with each transaction.

3.2. Modified RFM Value Calculation
The study focuses on calculating RFMCEIP (recency–frequency–monetary–customer

engagement index–periodicity) variables. Firstly, the recency value was calculated as the
number of days since each customer’s last purchase. Secondly, the frequency value was
determined by counting the number of invoices for each customer, indicating the number
of items purchased in each transaction. The monetary value was obtained by summing up
the total spending of each customer. Periodicity is the average duration deviation between
transaction times and was calculated using the formula (5).

Periodicity = stdev(∆ti, ∆ti+1 . . . ..∆tn) (5)

where ti denotes the date corresponding to the ith visit of the customer; last but not least,
the CEIwas calculated as Formulas (1)–(4) to show the activeness of each customer to visit
the shop. We used the RFMCEIP calculation results to assess the correlation levels between
customer‑ or product‑oriented variables. The selection of variable combinations aimed to
minimize the risk of collinearity, wherein variables with strong correlations (above 0.8)
may have similar patterns, and one variable can represent the others.

3.3. Clustering Parameter Selection and Clustering
The selection process involved using the ANOVA approach with four factors: com‑

bination variables (referred to as models), clustering methods (K‑means clustering and
Ward’s method), clustering performancemetrics (Sil, CH, andDB), and the number of clus‑
ters ranging from 2 to 10. The ANOVA approach generated significant factors, and further
analysis was conducted using the ANOM approach to determine the best approach for the
clustering steps. Both ANOVA and ANOM approaches were performed for both groups.
After obtaining the results, the clustering step was executed using the best approach de‑
termined from the previous analysis. The performance index of selected metrics was eval‑
uated to determine the correct and optimal number of clusters. The segmentation results
were then analyzed and labeled based on the characteristics of each group.

3.4. Association Rules Mining
The apriori algorithm, which identifies frequent itemsets and association rules in re‑

lational databases, was employed for customer and product behavior segmentation. It be‑
gins by identifying frequent individual items and extends to larger itemsets based on their
frequency in the database. The resulting frequent itemsets determine association rules that
highlight general trends. The output includes antecedents and consequents, indicating the
cause–effect relationship between combinations related to products or customer behavior.
This causal effect served as input for the next step.

3.5. Validation for Product Recommendation System
Classification‑based algorithms such as random forest classifier, a combination of bag‑

ging or Adaboost algorithm with decision tree classifier, and K‑nearest neighbor were em‑
ployed. The causality results obtained from the ARM analysis for each behavior segmen‑
tation were divided into antecedents (X) and consequents (Y). The data were split into 80%
training and 20% testing data [29]. The performance index, including precision, recall, and
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f1‑score, was used to evaluate the accuracy of each classifier and validate the recommen‑
dation system based on customer transactions and purchased products.

4. Results
This sectionmay be divided into subheadings. It should provide a concise and precise

description of the experimental results, their interpretation, as well as the experimental
conclusions that can be drawn.

4.1. Data Description and Preprocessing
A dataset called “online_retail_II.csv” was used in this study. The dataset contains

1,044,848 transactions from December 2009 to December 2011 and eight variables, includ‑
ing invoice, stockcode, description, quantity, invoice date, price, customer ID, and country.
Among those eight variables, four were retained. Table 1 shows the basic information of
the dataset.

Table 1. Basic Information for Dataset.

Items Notes

Invoice Bill ID for each of the customer’s transaction
StockCode Product ID number
Description Product name
Quantity Number of products being purchased by the customer
InvoiceDate Customer purchasing time
Price The amount of money spent by consumers for each product
Customer ID Customer membership ID number
Country Location of delivery

The dataset has a variable called description, which is mentioned in Table 1 as the
name of the product. In this study, each product was labeled as a group of product cat‑
egories so that further analysis of product category behavior could be applied, especially
to bring an effective recommendation system. The product categories were divided into
18 groups, including as lights, decoration, storage, kitchen utensils, accessories, clothes,
candles and incense, stationary, toys, bags, gifts, utensils, bank, bedroom utensils, living
roomutensils, and discount. There is a “discount” category since the discount transactions
are noted in the dataset with a minus value on the “price” column. Figure 3 showed the
sample of dataset that been utilized in this research.
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4.2. Modified RFM Value Calculation
Researchers commonly utilize the RFMmodel to analyze customer behavior. As part

of this study, we introduced two additional variables, customer engagement index (CEI)
and periodicity, to enhance the analysis. The RFMCEIP was calculated from two distinct
groups: one that focused on customers and one that focused on products. Customer‑
oriented groups allowed us to understand customer behavior based on their transactions.
On the other hand, the product‑oriented group concerned how products perform in sales
and transactions. We used 1 January 2012 as a dummy research date to facilitate analysis.
This approach enabled us to gather meaningful data and draw valuable conclusions from
our study.

Table 2 shows the result of the RFMCEIP calculation for the customer‑oriented group.
This table also shows the CEI value normalized with uniform distribution from 0 until
1, meaning 0 is the least‑buying customer, and 1 is the most‑buying customer. For ex‑
ample, for customer 12346.0, the result showed that the recency equaled 348 days, fre‑
quency equaled 25 times, monetary equaled USD 170.40, CEI equaled 0.997, and period‑
icity equaled 60.68 days. According to the results, it had been 348 days since customer
12346.0’s last purchase in the store. In the past two years, the customer completed trans‑
actions 25 times, with spending equal to USD 170.40. The customer was included in the
group of customers who are quite active in transactions, while the average duration be‑
tween each purchase was 60.68 days.

Table 2. RFMCEIP Customer‑Oriented Value Result.

Customer ID Recency
(Days)

Frequency
(Times)

Monetary
(USD) CEI Periodicity

(Days)

12346.0 348 25 170.40 0.997 60.68
12347.0 25 222 554.57 0.980 19.06
12348.0 98 51 193.10 0.994 57.55
12349.0 41 175 1480.44 0.986 18.66
12350.0 333 17 65.30 0.997 0.00

... ... ... ... ... ...
18283.0 26 938 1651.60 0.932 34.97
18284.0 454 28 91.09 0.996 0.00
18285.0 683 12 100.20 0.998 0.00
18286.0 499 67 286.30 0.992 0.00
18287.0 65 155 346.34 0.985 73.21

Table 3 shows the result of the RFMCEIP calculation for the product‑oriented group.
This table also shows the CEI value normalized with uniform distribution from 0 until
1, meaning 0 is the least‑sold product, and 1 is the most‑sold product. For example, for
the product 15 cm Christmas Glass Ball 20 Lights, the result showed that recency equaled
76 days, frequency equaled 437 times, monetary equaled USD 3387.15, CEI equaled 0.926,
and periodicity equaled 8.36 days. According to the results, it had been 76 days since the
Product 15 cm Christmas Glass Ball 20 Lights was last purchased. The product was sold
437 times in the past two years, generating a total income of USD 3387.15. The product was
included in the most‑sold products in transactions, while the average duration between
each purchase was 8.36 days.
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Table 3. RFMCEIP Product‑Oriented Value Result.

Description Recency
(Days)

Frequency
(Times)

Monetary
(USD) CEI Periodicity

(Days)

15 cm Christmas Glass Ball 20 Lights 76 437 3387.15 0.926 8.36
Pink Cherry Lights 76 230 1478.00 0.926 12.53
White Cherry Lights 76 216 1378.70 0.928 1.62

Record Frame 7” Single Size 76 323 792.95 0.942 3.02
Strawberry Ceramic Trinket Box 76 1859 2297.12 0.608 0.92

... ... ... ... ... ...
Gin and Tonic Diet Metal Sign 76 37 92.94 0.991 0.45

Set of 6 Ribbons Party 76 13 37.17 0.997 0.96
Silver and Black Orbit Necklace 76 1 2.95 1.000 0.00

Cream Hanging Heart T‑light Holder 76 7 20.25 0.998 0.32
Paper Craft, Little Birdie 76 1 2.08 1.000 0.00

4.3. Clustering Parameter Selection and Result of Cluster
Subsequently, selection of parameters for the clustering process was necessary. Us‑

ing customer‑ and product‑oriented RFMCEIP results, correlation analysis was conducted
to determine the appropriate model. The objective was to identify variable relationships
within the range of 0.2 to 0.8 and eliminate variables that exhibit the highest and lowest cor‑
relations to minimize the risk of multicollinearity. Table 4 presents the correlation matrix
for the RFMCEIP customer‑oriented group. It reveals strong positive correlations between
“frequency” and “monetary” variables (0.89), indicating that customers who make more
frequent purchases tend to spend higher amounts.

Table 4. Correlation Matrix for RFMCEIP Customer‑Oriented Group.

Customer Recency Frequency Monetary CEI Periodicity

Recency 1.00 −0.22 −0.17 0.20 −0.30
Frequency −0.22 1.00 0.89 −1.00 0.01
Monetary −0.17 0.89 1.00 −0.88 0.01

CEI 0.20 −1.00 −0.88 1.00 −0.01
Periodicity −0.30 0.01 0.01 −0.01 1.00

The customer engagement index (CEI) refers to customer participation and interac‑
tions with the business. It consists of two main aspects: the time between one purchase
and the next and the frequency of purchases. The correlation test results showed that the
CEI index exhibits strong negative correlations with the frequency (−1.00) and monetary
(−0.88) variables. Such can be observed in cases where a customer was more active in
the past than they are currently and has made almost no repurchases recently. Such pur‑
chasing behavior could be an indication that the customer needs to be more fully engaged
and consistently active with the business. Conversely, a CEI index greater than 0 indicates
that this customer has been quite active recently and shows more proactive repurchasing
behavior compared to the past.

The analysis also shows several weak correlations. The “recency” variable has a weak
positive correlation with the CEI index (0.20), indicating a slight connection between re‑
cent interactions and higher customer involvement. Conversely, the correlation between
recency and monetary is weaker (<0.2), suggesting a less robust relationship, while the pe‑
riodicity also shows weak correlations with other variables, suggesting limited relation‑
ships with recency, frequency, and monetary variables and CEI index. Thus, at least one
variable from each combination was selected for the model, including the RFM, MCEIP,
and FMP models.

Table 5 presents the correlation matrix for the RFMCEIP (RFMwith customer engage‑
ment index andperiodicity) in a product‑oriented context. Notably, recency variableswere
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not included due to constant recency values for all products. Several interesting correla‑
tions were found. First, frequency and CEI index have a significant negative correlation
(−0.99). Products that were once more popular now sell less frequently. Also, the corre‑
lation between product frequency and periodicity is moderately low (−0.23). Products with
a higher purchase frequency have longer sales intervals. Despite being sold frequently,
some products do not maintain regular sales intervals.

Table 5. Correlation Matrix for RFMCEIP Product‑Oriented Group.

Product Frequency Monetary CEI Periodicity

Frequency 1.00 0.02 −0.99 −0.23
Monetary 0.02 1.00 −0.35 −0.08

CEI −0.99 −0.35 1.00 0.24
Periodicity −0.23 −0.08 0.24 1.00

Furthermore, the correlation betweenmonetary andCEI is negative but relativelyweak
(−0.35). In other words, higher‑value productsmay have a lower customer engagement in‑
dex. In other words, high profits sometimes indicate better customer engagement with the
business. The relationship betweenmonetary and periodicity is minimal. However, the rela‑
tionship between CEI and periodicity is positive, with a 0.24 value. Accordingly, products
with higher customer engagement index values have more regular purchase intervals. A
popular product is more likely to generate sales consistently. As a result, at least one vari‑
able from each combination, including the RFM model, MCEIP model, and FMP model,
was selected for the model. These correlations provide valuable insights into product‑
oriented customer behavior, aiding in the development of effective marketing strategies
and decision‑making processes.

This study investigated the significance of each factor’s impact on the selected mod‑
els. To achieve this, Table 6 presents the experiment factors utilized in the analysis of vari‑
ance (ANOVA). Careful considerationwas given to the chosenmetrics, clusteringmethods,
and cluster numbers to evaluate the models’ performances comprehensively. The study
involved three distinct models: RFM (recency, frequency, and monetary), MPCEI (mone‑
tary, periodicity, and CEI index), and FMP (frequency, monetary, and periodicity). Every
model was assessed using several metrics, such as Sil, CH, and DB. By conducting the
ANOVA analysis, the researchers aimed to identify any significant differences or correla‑
tions between these factors and the model’s performance. The ANOVA results provided
valuable insights into the relative importance of each factor in the clustering process, en‑
abling a better understanding of the strengths andweaknesses of eachmodel under various
conditions and configurations.

Table 6. Experiment Factors for ANOVA.

Model Metrics Methods Cluster Number

RFM
Silhouette Index
Calinski–Harabasz Index
Davies–Bouldin Index

K‑Means Clustering
Ward’s Method

2 3 4
5 6 7
8 9 10

MPCEI
Silhouette Index
Calinski–Harabasz Index
Davies–Bouldin Index

K‑Means Clustering
Ward’s Method

2 3 4
5 6 7
8 9 10

FMP
Silhouette Index
Calinski–Harabasz Index
Davies–Bouldin Index

K‑Means Clustering
Ward’s Method

2 3 4
5 6 7
8 9 10

Furthermore, Table 7 presents the ANOVA results for the customer‑oriented group.
The analysis indicates that all four variables significantly affected the clustering process.
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Several factors show statistically significant effects on the clustering process. For exam‑
ple, the “model” factor exhibits a highly significant effect on customer‑oriented clustering
(F = 149.74, p < 0.001). This result suggests that the choice of clusteringmodels, such as RFM,
MPCEI, or FMP, significantly influences the overall performance of the clustering process.

Table 7. ANOVA Result for Customer‑Oriented Group.

Source DF F p‑Value

Model 2 149.74 0.000
Method 1 6.88 0.011
Cluster Number 8 4.7 0.000
Metrics 2 423.32 0.000
Model and Method 2 0.53 0.592
Model and Cluster Number 16 0.8 0.680
Model and Metric 4 260.08 0.000
Method and Cluster Number 8 0.4 0.914
Method and Metric 2 6 0.004
Cluster Number and Metric 16 6.57 0.000
Model and Method and Cluster Number 16 0.11 1.000
Model and Method and Metric 4 0.47 0.761
Model and Cluster Number and Metric 16 0.21 0.999

Similarly, the “method” and “cluster number” factors show a significant impact. The
result for the “method” factor (F = 6.88, p = 0.011) indicates that the specific clustering
method employed, such as K‑means clustering or Ward’s method, plays a crucial role in
determining the quality and accuracy of the resulting clusters. The result for the “cluster
number” factor (F = 4.7, p < 0.001) indicates that the number of clusters chosen for the anal‑
ysis has a substantial effect on the clustering outcomes and the ability to group customers
based on their characteristics effectively. Additionally, the “metrics” factor significantly
influences customer‑oriented clustering (F = 423.32, p < 0.001). The choice of evaluation
metrics, such as Sil, CH, or DB, greatly affected the assessment and comparison of differ‑
ent clustering models’ performance.

In addition, there are significant effects generated based on the interaction of the fac‑
tors. For example, the combination of “model” and “metrics” showed a significant result
(F = 260.08; p = 0.000), meaning that the selection of both factor combinations also gives a
significant effect. This result suggests selecting both combinations, such as RFM, MPCEI,
or FMP, with CH, DB, or Sil simultaneously. Another example is the “method” and “met‑
rics” combination, which also showed significant results (F = 6.000, p = 0.004), meaning
that the combination of both factors gives a significant additional interaction effect to the
clustering quality. The result implies selecting both simultaneously, such as K‑means clus‑
tering or Ward method, with CH, DB, or Sil. Finally, the “cluster number” and “metrics”
combination caused a significant effect on clustering quality (F = 6.57, p = 0.000). This re‑
sult shows that if the combination of both factors is chosen, a better clustering result will be
obtained, for example, CH, DB, or Sil combined with the number of clusters from 2 to 10.

Moreover, the combinations of model and metrics, method and metric, and cluster
number and metric exhibit significant interaction effects on the clustering process. Based
on these results, further analysis using the analysis of mean approach was conducted to
determine the optimal parameters for the clustering process.

Figure 4 presents the analysis of the mean for the model and metric in the customer‑
oriented group. Based on the literature review, the Davies–Bouldin index (DB) and silhou‑
ette index (Sil) are considered betterwhen following the “bigger is better” rule. Conversely,
the Calinski–Harabasz index (CH) is better when following the “less is better” rule. Ap‑
plying these rules, the MCEIP model demonstrates the best result, exhibiting the highest
Sil and the lowest CH. Both models yielded similar results for the DB. The RFM model is
thus rejected due to its poorer performance with a high CH value and a lowDB value. Fur‑
thermore, the choice of metric significantly impacted the evaluation of clustering results.
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In this study, SI was chosen instead of CH for its simplicity and compatibility with the
“bigger is better” rule, which provides a clearer representation of clustering performance.
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Figure 5 illustrates the results of the analysis of mean for method and metric in the
customer‑oriented group. The findings indicate no significant difference betweenK‑means
clustering andWard’s method in terms of the clustering method. However, K‑means clus‑
tering was selected for its flexibility and ease of use.
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Figure 6 displays the results of the analysis of mean for cluster number and metric
in the customer‑oriented group. The analysis shows no significant effect of the “cluster
number” factor, necessitating further analysis using the Sil metric to determine the optimal
number of clusters for customer segmentation.
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Table 8 presents the results of ANOVA for the product‑oriented group. It reveals
that three variables, except for the cluster number, significantly affected the clustering
process. Additionally, the combinations of model and metrics, method and metric, and
cluster number and metric exhibit significant interaction effects. As a result, an extended
analysis using the mean approach was conducted to determine the best parameters for the
clustering process.

Table 8. ANOVA Result for Product‑Oriented Group.

Source DF F p

Model 2 136.82 0.000
Method 1 4.4 0.040
Cluster Number 8 2.01 0.059
Metrics 2 357.58 0.000
Model and Method 2 0.04 0.959
Model and Cluster Number 16 1.48 0.135
Model and Metric 4 82.2 0.000
Method and Cluster Number 8 0.13 0.997
Method and Metric 2 4.55 0.014
Cluster Number and Metric 16 19.39 0.000
Model and Method and Cluster Number 16 0.07 1.000
Model and Method and Metric 4 1.06 0.384
Model and Cluster Number and Metric 16 0.59 0.881

Figure 7 demonstrates the results of the analysis of the mean for the model andmetric
in the product‑oriented group. Similar to the previous analysis, the DB and Sil are consid‑
ered better when following the “bigger is better” rule, while the CH is better when follow‑
ing the “less is better” rule. Based on these rules, the FMP model demonstrates a good
result, displaying a high DB and a low CH, with a slightly higher Sil value than theMCEIP
model. The RFMmodel is thus rejected due to its inferior performance, characterized by a
high CH and a low DB. It is also evident that the choice of metric significantly affected the
evaluation of clustering results. Sil was chosen over CH to simplify the research process,
particularly for determining the number of clusters and evaluating clustering performance
in the subsequent steps.
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Figure 8 shows the results of the analysis ofmean formethod andmetric in the product‑
oriented group. The analysis revealed no significant difference between K‑means cluster‑
ing and Ward’s method in terms of the clustering method. Therefore, K‑means clustering
was chosen based on its flexibility and ease of use.
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Figure 8. ANOM Result for Method and Metric (Product‑Oriented Group).

Figure 9 displays the results of the analysis of mean for cluster number and metric
in the product‑oriented group. The analysis indicates no significant effect of the “cluster
number” factor, requiring further analysis using the Sil metric to determine the optimal
number of clusters for product segmentation.

Figure 10 illustrates the results of the Sil analysis for the customer‑oriented andproduct‑
oriented groups. As mentioned, Sil follows the “higher is better” rule, implying that a
higher value signifies better clustering performance. Better performance in the clustering
process indicates the ability of clusters to effectively group data based on their character‑
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istics. Figure 10a demonstrates that the highest Sil value is obtained with two clusters,
indicating that it is preferable.
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Figure 9. ANOM Result for Cluster Number and Metric (Product‑Oriented Group).
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Figure 10. (a) Result of Silhouette Index for Customer‑OrientedGroup. (b) Result of Silhouette Index
for Product‑Oriented Group.

Figure 11 presents the results of the elbow method using the sum of squared error
with Euclidean distance for the product‑oriented group. The figure shows a significant
drop from one cluster to three clusters, and from three clusters onwards, the decrease
becomes more stable. The finding indicates that the optimal number of clusters repre‑
senting the data characteristics in the product‑oriented group is three. Figure 12 depicts
the clustering results for both the customer‑oriented and product‑oriented groups using
K‑means clustering.

Table 9 illustrates the results of clustering segmentation, which categorizes customer
behavior into two groups: potential customers and loyal customers. Cluster 1, referred to
as potential customers, exhibited a lower customer engagement index (CEI) mean value
(0.986) compared to cluster 2 (0.988), indicating less activity. Additionally, the average du‑
ration between transactions (periodicity) for cluster 1 (132.77 days) was longer than that
of cluster 2 (16.022 days). These results validate the CEI calculation, as cluster 2 tended
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to make repeat transactions every 16–17 days, while cluster 1 made repeat purchases af‑
ter 132 days. In terms of monetary value, cluster 1 (USD 538.38) had a higher mean value
than cluster 2 (USD 399.096), suggesting that customers in cluster 1 are more profitable for
the company, whereas cluster 2 is more profitable in terms of transaction frequency. In
the actual world, potential customers spend less, are less active, and wait longer between
purchases than loyal customers. However, with the correct marketing plan, potential cus‑
tomers can turn into devoted patrons. A loyal customer is usually found as a frequent
customer, while a potential customer will appear if there is any additional motivation, for
example, if there is any promotion or needs at any certain time.
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Table 9. Customer Segmentation Interpretation.

Cluster 1
(Potential Customer—1160 Cust)

Cluster 2
(Loyal Customer—4710 Cust)

Monetary CEI Index Periodicity Monetary CEI Index Periodicity
Min 3.450 0.000 2.110 0.000 0.691 0.000
Mean 538.380 0.986 132.770 399.096 0.988 16.022
Max 56,337.290 0.999 495.750 13,916.340 1.000 72.610
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Table 10 presents the results of clustering segmentation for product behavior, catego‑
rizing products into three groups: best‑selling, profitable, andVIP. Cluster 1 represents the
best‑selling products, with a higher transaction frequency mean (155.932 times) than clus‑
ter 2 (15.163 times). Additionally, cluster 1 showed a shorter average duration (10.050 days)
than cluster 2 (91.096 days). Regarding monetary value, cluster 2 (USD 58.806) was more
profitable than cluster 1 (USD 454.953), considering the respective transaction frequencies.
Cluster 3 is an outlier in the data, displaying extremely high values compared to the other
clusters. Cluster 3 exhibited an average transaction frequency of 900.722 times and an av‑
erage duration of 249.059 days. The monetary value for cluster 3 was significantly higher,
reaching USD 14,780.086. Comparing the frequency and monetary values, Cluster 3 gen‑
erated substantially greater income than the other two groups. Best‑selling items are typ‑
ically inexpensive and sold in great quantities in the real world. Office supplies are one
of the best‑selling items since they are frequently purchased. Products with a high selling
value but a low sales volume are known as VIP products. This category includes house‑
hold furniture and appliances in general. Among them are profitable products with a
medium frequency of sales and a reasonably medium monetary value. This category of
merchandise includes apparel, accessories, and kitchenware.

Table 10. Product Segmentation Interpretation.

Cluster 1
(Best Seller—4870 Products)

Cluster 2
(Profitable—391 Products)

Cluster 3
(VIP—18 Products)

Frequency Monetary Periodicity Frequency Monetary Periodicity Frequency Monetary Periodicity
Min 1.000 0.017 0.000 3.000 0.480 1.239 3.000 0.570 0.425
Mean 155.932 454.953 10.050 15.163 58.806 91.096 900.722 14,780.086 249.059
Max 2045.000 12,528.000 51.309 2099.00 10,013.57 231.316 5016.000 146,269.190 498.507

4.4. Association Rules Mining
The results in Table 11 show the ten best association rules for the customer‑oriented

dataset. Each rule corresponds to a specific cluster. Several patterns of co‑occurring items
appear in customers’ transactions, indicating possible relationships between products fre‑
quently purchased together. The “potential” cluster shows the strongest associations be‑
tween “toys”, “stationery”, “storage”, “bag”, “gift”, “decoration”, and “kitchen utensils”.
Customers in this cluster are 65.421% confident they will buy “toys” when they also pur‑
chase “stationery” and “storage.” Similarly, they express 78.506% confidence in buying
a combination of “bag”, “gift”, “stationery”, “decoration”, and “kitchen utensils”. These
strong association rules suggest that offering or promoting these product combinations
as bundles or in proximity may encourage more sales and enhance customer satisfaction.
However, the “loyal” cluster contains association rules involving “stationery”, “kitchen
utensils”, “storage”, “bag”, and “decoration”. Customers in this cluster are 69.35% con‑
fident in purchasing “stationery” and “kitchen utensils” when they also purchase “bags”
and “storage”. Their confidence in buying a combination of “stationery”, “bags”, “kitchen
utensils”, and “storage” is also 70.24 percent. Based on these findings, it is likely that
customers in this cluster prefer specific combinations of products. Offering these combina‑
tions as tailored packages or promotions may increase brand loyalty and repeat purchases.

Table 12 displays the association rules for the product‑oriented group, describing
the likelihood of each customer group purchasing the same product category due to the
influence of another customer group. For instance, in the best‑seller product category,
the potential–loyal relationship has a confidence level of 98.88%, higher than the loyal–
potential relationship (93.22%). This finding indicates that potential customers have a
higher chance of influencing loyal customers to purchase the same product category. Oth‑
erwise, in another two clusters, both agree that potential–loyal associations are more con‑
fident (100%) than the association of loyal–potential (88.52%). These results can be used
as a strategy to generate additional income and increase customer engagement caused by
the association effect of each customer in terms of purchasing and promoting any prod‑
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uct. For example, the company could offer coupons or additional discounts to potential
customers to purchase best‑seller products, thereby increasing the likelihood of loyal cus‑
tomers also purchasing in the same category. Additionally, in this situation, the effects of
word‑of‑mouth marketing carried out by each antecedent to the consequents may play a
crucial role. For instance, in the case of profitable and VIP products, it is more effective
if the company prioritizes marketing the product to potential customers first so that they
can automatically suggest the same product to loyal customers.

Table 11. Top Ten Association Rule for Customer‑Oriented Group (each cluster).

Cluster Antecedents Consequents Support Confidence Lift

Potential Toys Stationery, Storage 20.047% 65.421% 1.672
Potential Stationery, Storage Toys 20.047% 51.228% 1.672

Potential Bag, Gift Stationery, Decoration, Kitchen
Utensils 21.443% 78.506% 1.630

Potential Stationery, Decoration, Kitchen
Utensils Bag, Gift 21.443% 44.520% 1.630

Potential Bag, Decoration, Gift Stationery, Kitchen Utensils 21.443% 81.409% 1.626
Potential Stationery, Kitchen Utensils Bag, Decoration, Gift 21.443% 42.835% 1.626
Potential Decoration, Kitchen Utensils, Gift Stationery, Bag 21.443% 55.465% 1.619

Potential Stationery, Bag Decoration, Kitchen Utensils,
Gift 21.443% 62.606% 1.619

Potential Decoration, Bag, Kitchen Utensils Stationery, Gift 21.443% 51.945% 1.614

Potential Stationery, Gift Decoration, Bag, Kitchen
Utensils 21.443% 66.626% 1.614

Loyal Stationery, Kitchen Utensils Bag, Storage 20.43% 47.11% 1.599
Loyal Bag, Storage Stationery, Kitchen Utensils 20.43% 69.35% 1.599
Loyal Bag, Kitchen Utensils Stationery, Storage 20.43% 50.82% 1.593
Loyal Stationery, Storage Bag, Kitchen Utensils 20.43% 64.03% 1.593
Loyal Stationery, Decoration Bag, Storage 20.41% 46.38% 1.575
Loyal Bag, Storage Stationery, Decoration 20.41% 69.30% 1.575
Loyal Stationery, Storage Bag, Decoration 20.41% 63.98% 1.562
Loyal Bag, Decoration Stationery, Storage 20.41% 49.83% 1.562
Loyal Stationery, Bag Kitchen Utensils, Storage 20.43% 71.24% 1.550
Loyal Kitchen Utensils, Storage Stationery, Bag 20.43% 44.44% 1.550

Table 12. Association Rule for Product‑Oriented Group (each cluster).

Cluster Antecedents Consequents Support Confidence

Best‑Seller Loyal Potential 91.62% 93.22%
Best‑Seller Potential Loyal 91.62% 98.88%

Profitable Potential Loyal 88.52% 100%
Profitable Loyal Potential 88.52% 88.52%

VIP Potential Loyal 88.52% 100%
VIP Loyal Potential 88.52% 88.52%

4.5. Validation for Product Recommendation System
The recommendation system based on association rules was validated and applied

using a classifier algorithm. Four different algorithms, including a random forest classi‑
fier, a combination of decision tree with bagging algorithm, a combination of decision tree
with AdaBoost algorithm, and a K‑nearest neighbor, were trained and evaluated in an
experiment. Table 13 presents the performance of these algorithms. The combination of
the decision tree with the AdaBoost algorithm generated the most accurate result based
on the training model, with results on accuracy (0.096), precision (0.43), recall (0.13), and
F1‑scores (0.12). On the other hand, there were also good results for the testing model (ac‑
curacy = 0.051, precision = 0.11, recall = 0.09, F1‑score = 0.09). By comparing to the other,
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both models shoed a big deviation, meaning that while the training model can predict ac‑
curately, the algorithm cannot classify correctly on the testing model, which symbolizes
an overfitting problem. This also occurred with the random forest classifier, which on
the training model had similar results as the decision tree and AdaBoost algorithm (accu‑
racy = 0.094, precision = 0.44, recall = 0.1, F1‑score = 0.12). Meanwhile, the testing model
proved to be an overfitmodel (accuracy = 0.042, precision = 0.1, recall = 0.06, F1‑score = 0.07).
The decision tree and bagging algorithm combination gave slightly worse results regard‑
ing the training model compared to the previous models (accuracy = 0.088, precision = 0.4,
recall = 0.1, F1‑score = 0.12).

Table 13. Product Recommendation Implementation and Validation with Classifier.

Classifier Model Accuracy Precision Recall F1‑Score

Random Forest Classifier
Training 0.094 0.44 0.1 0.12
Testing 0.042 0.1 0.06 0.07

Decision Tree + Bagging Algorithm Training 0.088 0.4 0.1 0.12
Testing 0.051 0.1 0.07 0.07

Decision Tree + AdaBoost Algorithm Training 0.096 0.43 0.13 0.12
Testing 0.051 0.11 0.09 0.09

K‑Nearest Neighbor Training 0.06 0.25 0.1 0.13
Testing 0.025 0.24 0.08 0.11

On the other hand, this combination showed a lower deviation of each metric than
the two previous models (accuracy = 0.051, precision = 0.1, recall = 0.07, F1‑score = 0.07),
meaning that in this process, a combination of the decision tree and bagging algorithm
showed a better result in overcoming the overfitting problem. Although all of them exhib‑
ited overfitting, with higher results in the training model compared to the testing model
in terms of accuracy, the K‑nearest neighbor algorithm demonstrated a good‑enough re‑
sult regarding the metrics both in the training set (accuracy = 0.06, precision = 0.25, re‑
call = 0.1, F1‑score = 0.13) and the testing set (accuracy = 0.025, precision = 0.24, recall = 0.08,
F1‑score = 0.11). The K‑nearest neighbor performed better on the testing model, which
delivered a non‑overfitting classifier, so K‑nearest neighbor is the most suitable classifier
for implementing this recommendation system. While K‑nearest neighbor was not the
best‑performing classifier in this study, the deviation of the training and testing result is
the least when compared with another classifiers. In the real‑world situation, by using
K‑nearest neighbor, the prediction will be more precise, stable, and reliable based on the
training set. By predicting the recommendation as precisely as the purchasing behavior,
the rate of transaction might be increased.

5. Discussion
This research aimed to develop a data‑driven recommendation system based on

customer‑purchasing and product‑selling behavior. We enhanced the commonly used
RFM analysis by incorporating the periodicity and customer engagement index (CEI) vari‑
ables to achieve this. The RFM, MCEIP, and FMP models were selected for clustering pa‑
rameter selection, with RFM as the baseline model. The MCEIP model predicted the cus‑
tomer activity percentage based on the average transaction duration and spending. In con‑
trast, the FMP model focused on profit estimation per transaction, frequency, and predict‑
ing the time of future transactions. The periodicity variable represents the average transac‑
tion duration and can be used to anticipate when customers will make their next purchase.

Table 14 presents the relationship between the customer‑oriented and
product‑oriented groups. It shows that most transactions (74.74%) come from loyal cus‑
tomers purchasing best‑selling products. Although these products have a high sales fre‑
quency, they generate relatively lower income, indicating that loyal customers prefer lower‑
priced items. The second largest percentage is the best‑seller products purchased by the
potential customers. Since the product has a lower income or, on the other hand, it is
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not quite expensive, it is suitable for potential customers to buy. Promotion for best‑seller
products to potential customers is recommended by giving a coupon or having a buy–get
promotion. Since it is also associated with loyal customers, one suggestion might be to
work with the larger effect by targeting the potential customers and indirectly targeting
the loyal ones. Profitable products lead to many transactions (1.69 and 0.39) compared
with VIP ones (0.34 and 0.15). Since the average periodicity for profitable products is ap‑
proximately three months, we can consider it a quintile product that will be bought with a
seasonal pattern every 3 months. Giving some promotion or discount in the non‑peak sea‑
son is a great way to increase the number of purchases, especially for potential customers.

Table 14. Relationship Between Customer and Product.

Product Customer Amount of Transaction Percentage

Best‑Seller
Loyal 582,581 74.74

Potential 176,809 22.68

VIP
Loyal 2674 0.34

Potential 1171 0.15

Profitable
Loyal 13,194 1.69

Potential 3019 0.39

On the other hand, while a profitable product has more transactions with a shorter
periodicity, the VIP product is recognized as a special group of products that generates
the highest monetary value but with less frequency and longer periodicity. Since then,
loyal or potential customers might purchase the VIP item for occasional purposes or at any
event. A promotion for the VIP product might work by giving a slight discount during the
peak season. Also, giving a big discount or combining it with another product type as a
complementary promotion in the non‑peak seasonwill createmore transactions, especially
for potential customers.

The recommendation list derived from Table 11 was generated based on product com‑
binations within each invoice. The association rules determine the highest likelihood of
recommended product combinations for future transactions. Implementing this recom‑
mendation system, which relies on customer‑purchasing behavior, is critical and requires
the latest database updates within a data‑driven system. It accounts for potential shifts in
customer‑purchasing and product‑selling behavior. By segmenting customers based on
their tendencies and characteristics, specific products can be recommended due to trans‑
action and customer similarity.

6. Conclusions
This research endeavored to construct a precise and targeted recommendation system

rooted in an in‑depth understanding of customer‑purchasing and product‑selling behav‑
iors. Our approach hinges on the analysis of customer‑purchasing patterns, enabling us to
categorize customers based on their distinctive characteristics and tailor our promotional
strategies accordingly. Simultaneously, we delve into product‑selling behavior, shedding
light on the characteristics that drive customer interest and profitability.

To achieve this, we augmented the RFM analysis with periodicity and CEI variables
and use clustering algorithms to group customers and products based on their similari‑
ties. ANOVA and ANOM analyses were conducted to select the optimal clustering pa‑
rameters, including models, metrics, methods, and cluster numbers. The MCEIP model,
K‑means clustering, and silhouette index were employed for the customer‑oriented group.
In contrast, the product‑oriented group utilized the FMP model, K‑means clustering, and
silhouette index.

The results indicate that customer behavior can be divided into two groups, namely
loyal and potential customers, while product behavior is categorized into three groups:
best‑seller, profitable, and VIP products. Association rules were analyzed to identify pur‑
chasing combinations within product categories, which were subsequently utilized in a
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classifier‑based recommendation system. Among the classifiers tested, K‑nearest neighbor
demonstrated the most suitable performance, with low overfitting probability and high
performance index. In the real‑world situation, by using K‑nearest neighbor, the predic‑
tion will be more precise, stable, and reliable based on the training set. By predicting the
recommendation as precisely as the purchasing behavior, the rate of transaction might be
increased. This study also shows the suggestions for a marketing strategy that can be ap‑
plied for the specific segment, either from a customer or product perspective, while both
can be applied and affect each other to improve customer loyalty and retail sales amount.

Although our data‑driven approach enables us to offer tailored and specific recom‑
mendations, it also poses some limitations. The analysis is based on a secondary dataset,
which raises the possibility of producing disparate results based on actual transaction data.
As a result, we should continue to investigate our findings in practice to verify them. To
increase the robustness of our recommendation system, we acknowledge the importance
of expanding the horizons of our research by exploring alternative classifier options. Sev‑
eral strategic considerations drove our choice of data from 2009 to 2011 relative to our data
selection. Firstly, the data were obtained from a company that analyzes long‑term cus‑
tomer behavior. We gained valuable insights from this historical dataset about customer
and product interactions. Our analysis, however, does not solely depend on historical
data from this period. Instead, we leveraged this historical dataset as a foundational plat‑
form to develop and validate models, frameworks, and methodologies designed for broad
applicability. Regardless of the dataset’s vintage, it was designed for adaptability and
application to current and future data. This older dataset was selected for empirical re‑
search and as a basis for establishing a suitable recommendation systemmodel. Neverthe‑
less, as stated in the conclusion, our findings should be applied to real‑world datasets for
thorough evaluation.
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