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Abstract: Image Inpainting is an age-old image processing problem, with people from different eras
attempting to solve it using various methods. Traditional image inpainting algorithms have the ability
to repair minor damage such as scratches and wear. However, with the rapid development of deep
learning in the field of computer vision in recent years, coupled with abundant computing resources,
methods based on deep learning have increasingly highlighted their advantages in semantic feature
extraction, image transformation, and image generation. As such, image inpainting algorithms
based on deep learning have become the mainstream in this domain.In this article, we first provide a
comprehensive review of some classic deep-learning-based methods in the image inpainting field.
Then, we categorize these methods based on component optimization, network structure design
optimization, and training method optimization, discussing the advantages and disadvantages of
each approach. A comparison is also made based on public datasets and evaluation metrics in
image inpainting. Furthermore, the article delves into the applications of current image inpainting
technologies, categorizing them into three major scenarios: object removal, general image repair,
and facial inpainting. Finally, current challenges and prospective developments in the field of image
inpainting are discussed.

Keywords: image inpainting; deep learning; semantic feature extraction; network structure design;
facial inpainting

1. Introduction

Image processing technology is a crucial research direction of deep learning in the field
of computer vision. Image inpainting, as a significant branch of image processing, has been
widely applied in various industries, such as medical image processing [1], satellite remote
sensing image processing [2–5], and image processing for film and artistic creation [6–9].
During image processing, factors such as a poor environment, excessive noise, unfavorable
shooting conditions, and unstable network communications often result in image blurring
and loss. For instance, in the realm of satellite remote sensing, weather conditions and
cloud cover severely affect the image quality, leading to the loss of some key information,
such as color features, texture characteristics, and semantic details, which can significantly
impact the quality and integrity of the image. In research on ancient murals and artifacts,
murals from different periods and scenarios exhibit varying levels of damage and loss.
When handling other computer vision tasks, like object identification, object detection,
semantic segmentation, human pose estimation, and gait recognition, the subjects in images
are often obstructed by unnecessary objects, significantly reducing accuracy. Therefore,
image inpainting can be utilized to fill in and repair missing and damaged images and to
remove and replace unwanted objects in images awaiting processing. Other technical
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methods such as image segmentation, object detection, and image enhancement are also
employed when necessary.

The history of image inpainting technology is long-standing. As early as the Renais-
sance, artists manually restored damaged murals, calligraphy, and other artworks using
their thoughts and painting skills. This manual inpainting was influenced by many un-
certain human factors, such as the professional integrity of the restorer and the personal
state of the restorer during the repair, making it time-consuming and unable to guaran-
tee inpainting quality. With the evolution of computer digital imaging technology, some
early traditional algorithms were used to effectively repair minor damage like scratches
using partial differential equations [10], sample-based image inpainting models [11], vari-
ational inpainting based on geometric image models [12], texture synthesis [13], and data-
driven [14] methods. With the abundance of computational resources and the advancement
of artificial intelligence, a series of deep-learning-based image inpainting methods [15]
increasingly emphasized their advantages in image semantic feature extraction [16], image
transformation [17], and image generation [18], thus promoting the development of image
inpainting based on deep neural networks.

Image inpainting is a prominent research direction in deep learning. Deep-learning-
based image inpainting techniques take the image to be repaired as
input [19–22]. They utilize the known part of the image information to calculate the
pixel information of the area to be repaired. A ’trained model’ refers to a neural network
model that has been previously trained on a large dataset to understand and generate
image patterns. The known information includes the image’s color information, texture
feature information, and semantic information. Unlike deep-learning-based methods, tra-
ditional image inpainting algorithms typically focus solely on the first two aspects. When
the area of missing data in an image is extensive, traditional algorithms often struggle
to provide accurate inpainting results that align with expectations. Consider a scenario
where a significant portion of a wall in an image is missing, potentially hiding features
like a window or a door. Traditional inpainting algorithms primarily rely on the pixels
immediately surrounding the missing area, which might not always capture potential
features like windows or doors. In contrast, deep-learning-based inpainting techniques
leverage the generative capabilities of models, allowing for a broader range of inpainting
possibilities [23]. Additionally, the incorporation of convolution operations [24] and at-
tention mechanisms [25] in these deep learning models enables them to harness more of
the known image information, capturing both low-level textures and high-level semantics,
enhancing the prediction for the damaged area.

Currently, deep-learning-based image inpainting techniques are applied to industrial
visual image processing [26–31], object removal [32–34], cultural relic inpainting [26,35–42],
face repair [6–9], artistic creation, and special effects production for games and movies.
They have a significant impact on the fields of visual image processing, image editing,
virtual reality technology, and the maintenance of historical and cultural heritage.

2. Datasets and Evaluation Metrics
2.1. Datasets

Large-scale, high-quality datasets are indispensable in current deep learning re-
search. The most commonly used image datasets in the image inpainting field include the
Places2 [43], Celeb A [44], ImageNet [45,46], Paris Street View [47], and Celeb A-HQ [48]
datasets, among others.

The Places2 dataset contains 10 million images based on more than 400 different scenes.
Each image has a resolution of 256 × 256. It is widely used in visual cognition tasks that
focus on scenarios and environments, such as image inpainting.

Celeb A is a large-scale facial attribute dataset collected by researchers from MMLAB
at the Chinese University of Hong Kong. It contains 200,000 celebrity images annotated
with 40 attributes, covering 10,177 identities with a plethora of features.
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The ImageNet dataset organizes images of different categories based on the WordNet
semantic architecture. It is a large-scale dataset containing 14 million images. Its dense
coverage of the image world makes it the most widely used dataset for deep learning image
processing tasks.

The Paris Street View dataset contains 15,000 images with a resolution of 936× 537 ex-
tracted from Google Street View images of Paris cityscapes. These images capture buildings,
trees, streets, skies, etc., taken by vehicles equipped with 360-degree panoramic cameras.

The Celeb A-HQ dataset is a high-resolution dataset derived from the Celeb A dataset,
with a resolution of 1024× 1024, containing 30,000 high-resolution facial images.

2.2. Evaluation Metrics

Evaluation metrics reflect the performance of an algorithm. Newly proposed algo-
rithms can only be recognized if they achieve good results on widely accepted evaluation
metrics. Existing commonly used evaluation metrics are divided into two categories: sub-
jective evaluation and objective evaluation [49]. In the field of image generation, subjective
evaluations, with humans as the observers, are more indicative of the effectiveness of the
generated images. Image inpainting is also similar in this respect. However, due to limita-
tions like human resources and personal biases, the evaluations may be unfair. Commonly
used objective evaluation metrics include mean squared error (MSE), the peak signal-
to-noise ratio (PSNR), the structural similarity index (SSIM), and the Frechet inception
distance (FID).

Mean squared error (MSE) calculates the similarity of images by taking the expected
value of the squared differences between the pixel points of two images. A smaller value
indicates greater similarity between images. During model training, the L2 reconstruction
loss is commonly used. The formula for calculating MSE is as follows:

MSE =
1
m

m

∑
i=1

(Xi −Yi)
2 (1)

where represents the pixel variable of the image and represents the pixel points of the image.
The peak signal-to-noise ratio (PSNR) is based on the error between corresponding

pixels and is used to evaluate the quality of an image in comparison to the true image.
The value typically ranges between 20 and 40. A higher value indicates lower distortion
and better image quality. The formula for calculating PSNR is as follows:

SNR = 20 · log10

(
MAXI√

MSE

)
(2)

where MAX stands for the maximum pixel value of the image and MSE is the mean
squared error.

The structural similarity index (SSIM) measures the structural similarity of two images,
simulating human visual perception. A larger value suggests less image distortion. When
two images are identical, the SSIM value is 1. The theory behind SSIM suggests that natural
images possess a highly structured feature, meaning pixels have a strong correlation that
carries important information about the structure of visual scenes. In its application, images
are often divided into blocks, and the SSIM is calculated for each block before taking the
average. Given two images (x and y), the formula to compute SSIM is:

SSIM(X, Y) =
(2ϕX ϕY + C1)(2δXY + C2)

(ϕ2
X + ϕ2

Y + C1)(δ
2
X + δ2

Y + C2)
(3)

where and represent the pixel average of the images, denotes the standard deviation of the
pixels of the images, denotes the covariance between the images, and are constants.

The Frechet inception distance (FID) is a significant metric for GAN networks, assess-
ing the quality and diversity of generated images. It has also been widely used in image
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inpainting techniques. A smaller FID value suggests that the two data distributions are
closer, resulting in better inpainting effects. The formula to compute FID is:

FID(X, Y) = ‖µX − µY‖2
2 + Tr(ΣX + ΣY − 2(ΣXΣY)

1
2 ) (4)

where and denote the means of the images, represents the trace of a matrix, and indicates
the covariance.

Although the current objective evaluation metrics provide valuable reference points,
each metric still has its issues. Researchers often use pixel-level similarity metrics like
SSIM, and PSNR or directly adopt metrics from the image generation domain like FID,
KID, etc. However, FID tends to favor blurry generated images, while KID overlooks the
pairing relationships of images. PSNR does not accurately reflect human visual perception.
Typically, after image compression, the output image differs somewhat from the original.
Due to the variability in human visual features, the evaluation often does not align with
human perception, although PSNR remains a valuable metric. Depending on the model
algorithm, one can prioritize different metrics. If the primary loss during model training
is reconstruction loss, one should focus on SSIM and PSNR; if it is the adversarial loss
in generative models, subjective evaluations should be emphasized. Moreover, objective
evaluation metrics often use the original image as a reference, posing significant challenges
for diverse image inpainting.

3. Traditional Inpainting Techniques

Inpainting, also known as image restoration, is an ancient art form with a wide range
of objectives and applications, from restoring damaged paintings and photographs to
removing or replacing selected objects. Below is a brief description of five traditional
inpainting techniques:

1. Simulation of Basic Techniques: The purpose of inpainting is to modify an image in an
undetectable manner. Bertalmio et al. [10] introduced a new digital image restoration
algorithm that attempts to simulate the basic techniques used by professional restorers.

2. Combining Texture Synthesis and Inpainting Techniques: Criminisi et al. [11] pro-
posed a new algorithm to remove large objects from digital images. It combines the
advantages of texture synthesis algorithms and inpainting techniques, implementing
a best-first algorithm to simultaneously propagate texture and structural information,
achieving efficient image restoration.

3. Inpainting Based on Mathematical Models: developed general mathematical models
for local inpainting of non-textured images. The inpainting techniques involved in
this method, when restoring edges, adopt a variational model closely related to the
classic total variation (TV) denoising model proposed by Rudin, Osher, and Fatemi.

4. Combining PDE and Texture Synthesis: Grossauer et al. [12] introduced a new al-
gorithm that combines inpainting based on PDE and texture synthesis approaches,
treating each distinct region of the image separately.

5. Image Completion Based on a Large Database: Hays et al. [13] introduced a new
image completion algorithm powered by a vast database of photographs collected
from the Web. The main insight of this method is that while the space of images is
virtually infinite, the space of semantically distinguishable scenes is not that large.

4. Deep-Learning-Based Image Inpainting Algorithm

As illustrated in Figure 1, existing deep-learning-based image inpainting methods
generally adopt the approach of first compressing the damaged image into a latent space
code through an encoder, then recovering the latent space code into the restored image
through a decoder.
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Encoder Decoder

Reconstruction loss

True or False

Adversarial discriminator

Figure 1. Context encoder network model diagram.

4.1. Deep-Learning-Based Image Restoration Process

The process of image restoration using deep learning involves encoding and decoding.
The damaged image is compressed into a latent space encoding through an encoder. This
compressed representation is then expanded or decoded to produce a restored image.
Mathematically, this can be represented as t′ = Decoder (Encoder(z)), where t is the
damaged image, and t′ is the restored image.

In terms of loss functions, the L1 or L2 loss is typically used to measure the difference
between the restored image and the original image. The mathematical representation for
this is L = |t′ − ttrue|p, where ttrue represents the original undamaged image. The value of
p can be 1 or 2, representing L1 and L2 losses, respectively.

Furthermore, to enhance the realism of the restored images, an adversarial loss can
be incorporated. This is represented as Lad = maxp Ex∼X [log(D(e))] − Ez∼Z[log(1 −
D(G(z)))], where D is the discriminator, G is the generator, X is the distribution of real
images, and Z is the distribution of the latent space. The network model is optimized
by evaluating the L1 or L2 loss between the missing region of the original image and the
corresponding pixel values of the damaged area generated by the decoder. The reason for
using L1 or L2 loss is that they provide a measure of the difference between the predicted
and actual pixel values. L1 loss, corresponding to the absolute difference, is more robust to
outliers, while L2 loss, which is the squared difference, penalizes larger errors more heavily.
By minimizing these losses, the model aims to produce inpainted images that are as close
as possible to the original undamaged images. During the inpainting process, the deep
learning model needs to address the semantic understanding of the missing area in the
damaged image and restore the image with fine textures after understanding the semantics.
Pathak et al. [19] was the first to introduce a deep-learning-based Generative adversarial
network [23] to the image inpainting task. As shown in the figure, the restored image
generated by the generator not only calculates the L1 or L2 loss but also goes through a
discriminator to calculate the adversarial loss. Pathak et al. [19] modified the adversar-
ial loss to only adjust the generator. Specifically, Equations (5) and (6) describe this loss
computation:

min
G

max
D

Ex∈X [log(D(x))] +Ez∈Z [log(1− D(G(z)))] (5)

Ladv = max
D

Ex∈X [log(D(x)) + log(1− D(F((1− M̂)� x)))] (6)

In these equations, G and D represent the generator and discriminator in the adver-
sarial network, respectively; E denotes the expectation; x is the original image; and z is
the latent space representation. M̂ is the mask indicating the missing region, and � is
the element-wise multiplication. The adversarial loss represented by Ladv measures the
difference between the generated inpainted image and the original image. By optimizing
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this loss, our model aims to produce inpainted images that are indistinguishable from
real images.

L1 or L2 losses tend to produce blurry results, while adversarial losses tend to produce
sharp but incoherent results. Pathak et al. [19] combined the two to obtain a more balanced
solution. Furthermore, after introducing the idea of a generative adversarial model, the in-
painting network can more imaginatively generate images in the missing areas. To better
understand these concepts, the key concepts in deep learning for image restoration are
listed in Table 1.

Table 1. Key concepts in deep learning for image restoration.

Concept Definition and Description

CNN (convolutional
neural network)

A deep learning model particularly suited for processing image data.
Through convolution operations, it captures local features in images.

Attention mechanism Used to allocate higher weights to important information in data, allow-
ing the model to focus more on significant details, thereby achieving
efficient resource allocation.

Transformer A deep learning model that abandons RNN and CNN structures, adopt-
ing a full attention mechanism. It is adept at handling long-sequence
data dependencies.

Convolution A key operation in neural networks for processing of image data, allow-
ing the network to understand related pixel values in images.

Dilated convolution A specialized convolution operation that adjusts the dilation rate to alter
the receptive field size, enabling the model to “see” a larger area of the
input image.

Partial convolution A specialized convolution operation that convolves only conditionally
valid pixels, enabling image restoration models to repair any irregu-
lar area.

Gated convolution Similar to partial convolution but using a soft filtering mechanism. Its pa-
rameters can be learned from the data. It learns a dynamic selection mech-
anism acting on the feature map for each channel and spatial position.

Deep-learning-based methods combining encoder–decoder structures with generative ad-
versarial networks have achieved better results than previous methods. Elharrouss et al. [50]
classified image inpainting methods proposed in classic papers into three categories from a
global perspective: sequence-based methods, CNN-based methods, and GAN-based methods.
Qiang et al. [49] summarized recent major deep-learning-based image drawing methods and
classified existing methods into three types of network structures: convolutional autoencoders,
generative adversarial networks, and recurrent neural networks. Qin et al. [51] summarized
deep-learning-based image inpainting methods and divided them into single-stage methods
and progressive methods. Zhao et al. [52] summarized traditional image inpainting methods
and deep-learning-based methods, dividing the deep-learning-based methods into those
based on autoencoders, generative models and those based on network structure optimiza-
tion. Liu et al. [53] divided existing image inpainting methods into methods based on CNN,
methods based on GAN, and methods based on improving the GAN loss function. Previous
works categorized deep learning models without considering that an image inpainting model
can integrate CNN structures, attention mechanisms, and GAN-based adversarial loss. They
also provided an overview of improvements achieved in prior research.

In this article, we review deep-learning-based image inpainting methods based on
different improvement optimization perspectives of existing methods, such as different
computing components in the neural network models, convolution calculations, and atten-
tion calculations. The improvements related to computing components, such as convolution
and attention calculations, are categorized under model computation component optimiza-
tion. Improvements based on different network structures, such as multistage inpainting
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and single-stage inpainting, are classified as network structure optimization methods. Im-
provements based on different training methods for image inpainting are categorized as
training methods. Overall, the existing works are classified as follows: image inpainting
model component optimization methods, model structure improvement methods, and
various training methods. The overall classification framework is shown in Figure 2.

Classification of

 image restoration 

methods based 

on deep learning 

Methods improved bas

ed on computational co

mponent optimization 

Methods improved bas

ed on model structure

Methods improved bas

ed on training styles 

Improvements 

based on 

convolutional 

approaches

 Improvements 

based on

attention mech-

anisms

 Improvements

 based on 

multi-stage 

model architecture

 Improvements 

based on 

single-stage 

model architecture 

Methods based on 

diffusion models

Training based on 

different masking 

techniques 

 Training based on 

diverse restoration

 techniques

Improvements 

based on the 

transformer

 Methods based

 on structure-

texture network

 architecture

Methods based 

on boundary-

center network 

architecture 

Figure 2. Image inpainting classification architecture.

4.2. Computational Component Optimization

In the field of image inpainting, common computational components in deep learning
model algorithms include convolution operations and attention mechanisms, which play
crucial roles in the inpainting process. Many methods have been developed to refine
the convolution operations and attention mechanisms, aiming to achieve better feature
extraction and representation, ultimately enhancing the inpainting effect.

4.2.1. Convolution Method

Compared to traditional image inpainting algorithms, a major advantage of deep-
learning-based image inpainting algorithms is the semantic understanding of images.
Hassan et al. [54] made significant contributions to the field of convolutional neural net-
works in computer vision. The convolution operation is a key operation when neural
networks process images, allowing the network to develop its own understanding of re-
lated pixel values in an image. In order to improve the model’s cognitive ability, enhance
the abstraction of features, enhance cognitive logic, and improve the model’s semantic
understanding ability, some work has improved the convolution calculation method for
image inpainting tasks.

4.2.2. Dilated Convolution

Convolution calculation is a common operation used by neural networks to process
image data. In contrast to other computer vision tasks, the image Inpainting task requires
the network model to pay attention to as large an area outside the missing area as possible,
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but the receptive field of a common convolution kernel is limited. Dilated convolution [55]
originated from semantic segmentation and achieved good results in many methods in
the field of semantic segmentation. Iizuka et al. [56] introduced dilated convolution to the
image inpainting task. Unlike common convolutions, dilated convolutions can adjust the
dilation rate to change the size of the receptive field. It ensures that each output pixel has
a larger input area and the same number of parameters and computing power. By using
dilated convolution on low-resolution images, the model can effectively “see” a larger area
of the input image when calculating each output pixel. The specific convolution calculation
method is shown in Figures 3 and 4.

Figure 3. Regular convolution.

Figure 4. Dilated convolution.

Figure 3 illustrates a standard convolution, while Figure 4 depicts a dilated convo-
lution. Zeng et al. [57] introduces dilated convolution layers in convolutional encoder–
decoder networks with a coarse-to-fine approach to expand the receptive field.

4.2.3. Partial Convolution

To distinguish between valid pixels and defective pixels, the convolutional layer
should only operate on valid pixels that meet certain conditions. Liu et al. [58] introduced
partial convolution and the mask updating strategy. Here, X represents the input feature
map, M is the mask, and W is the convolution kernel. Unlike standard convolution, where
the input feature map (X) is directly multiplied by the kernel (W), then summed, in partial
convolution, M is introduced as a mask. The mask (M) consists of elements 0 and 1,
where 0 indicates a damaged region. This involves computing the pixel values of the
undamaged region with X and M, then applying the convolution operation with kernel W.
The computation process of partial convolution is shown in Figure 5.
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Figure 5. Partial convolution.

The specific formula for this operation is given by Equation (7):

x′ =

{
WT(X�M) sum(1)

sum(M)
+ b, if sum(M) > 0

0, otherwise
(7)

When elements are filled in the damaged region, M updates as convolution progresses
according to Equation (8).

m′ =

{
1, if sum(M) > 0
0, otherwise

(8)

where m represents the elements of M. Based on the mask update rule, the mask is automat-
ically updated until all values in the mask are 1. The introduction of partial convolution
allows the image repair network model to repair any irregular area.

4.2.4. Gated Convolution

Gated convolution is similar to partial convolution. Both first compute using the
input feature (X) and the mask (M), then undergo convolution with kernel W after being
filtered by M. The difference is that the gated convolution uses a soft filtering mechanism,
and the parameters in M are not fixed values of 0 and 1 but are learned from the data.
Gated convolution learns a dynamic selection mechanism for each channel and spatial
position. In light of the unreasonable mask updates in partial convolution, Yu et al. [59]
improved image repair by incorporating context attention mechanisms, gated convolutions,
and SN-Patch GAN.

In convolutional neural networks, the receptive field can also be adjusted in terms
of scale. Xiao et al. [60] introduced a network-in-network structure to increase the mul-
tiscale receptive field. The U-Net structure [61] added the inception module [62], and
multiscale convolution and pooling operations captured multi scale image feature repre-
sentations to enhance feature abstraction capabilities and improve semantic understanding.
Zeng et al. [63] split a standard convolution kernel into multiple subkernels for separate
convolutions before aggregation, enhancing the model’s understanding of image informa-
tion and providing a better structure and texture for high-resolution images. However, it is
difficult to remove transition edges between inpainted and original regions, and it tends to
propagate these edges, leading to noticeable artifacts. Quantitative evaluations of these
convolution operation improvement methods on common datasets are shown in Table 2.
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Table 2. Quantitative evaluations of convolutional operation improvement methods.

Dataset Reference PSNR↑ SSIM↑ FID↓ L1↓/% Image Resolution Mask Type

Paris Street View [9] 17.59 - - 10.33 128 × 128 Central area regular mask (25%)
[19] 25.25 0.7790 - 1.88 512 × 512 Irregular mask (20~30%)

Places2 [18] 23.36 0.8462 2.908 2.63 256 × 256 Central area regular mask (25%)
[24] 26.03 0.890 1.57 2.11 512 × 512 Irregular mask (20~30%)

Note: The arrows (↑ and ↓) next to metrics like peak signal-to-noise ratio (PSNR), structural similarity index
(SSIM), Fréchet inception distance (FID), and L1 norm indicate whether a higher or lower value is preferable,
respectively. The absence of data in the table signifies that the original literature did not provide the respective
metric value.

4.3. Attention Mechanism
4.3.1. Attention

The attention mechanism [64] assigns higher weights to important information in
images and lower weights to less critical information, allowing models to focus more on
the essential details for efficient resource allocation in image information processing. In the
field of image inpainting, the attention mechanism is used for feature matching between the
area to be repaired and the background. In traditional methods, block matching methods
based on texture synthesis in image repair methods are often used for feature matching
between the area to be repaired and the background, but they lack an understanding of
image semantics and global structure.

Early block matching image repair algorithms attempted to use deep neural networks
for block matching. The authors of [65–67] introduced block matching concepts to the
image feature space to repair high-frequency detail textures. Yang et al. [65] used the
VGG19 classification network [68] to extract similar feature blocks from known areas in
the intermediate feature layer for image completion. Yan et al. [67] introduced Shift-Net to
the U-Net architecture [61], moving feature information from known areas in the image
encoding layer into the corresponding decoding layer to guide the repair of features in the
missing area of the decoding space.

Due to the limited receptive field of convolution, traditional CNN-based image repair
networks often cannot effectively establish connections between missing areas and distant
known areas, often leading to structural distortions, texture blurring, and incoherence on
the repaired area boundaries. The attention mechanism can focus on the entire image glob-
ally and can effectively address the local limitations of traditional CNN-based image repair
models. Yu et al. [69] introduced a two-stage repair method. The second stage innovatively
introduces a contextual attention layer, as shown in Figure 6, which can extract features
from distant areas that approximate the area to be repaired without spatial constraints.

Attention score for 
each pixel

Input feature

Proposed background image block

Area to be repaired

Softmax operation

Transpose convolution

Figure 6. Contextual attention layer.
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The image to be repaired is divided into areas to be repaired and background areas.
The background area is extracted into small image blocks and treated as a convolution
kernel for normalized convolution operations on the area to be repaired. The specific
calculation process involves computing the cosine similarity of the foreground–background
blocks through convolution, as described in Equation (9):

sx,y,x′ ,y′ =

〈
fx,y · bx′ ,y′∥∥ fx,y
∥∥ · ∥∥∥bx′ ,y′

∥∥∥
〉

(9)

A softmax operation is then performed on the similarity map in the channel dimension
according to Equation (10):

s∗x,y,x′ ,y′ = softmaxx′ ,y′
(

λsx,y,x′ ,y′
)

(10)

where the softmax function is defined as:

softmax(zi) =
ezi

∑K
j=1 ezj

(11)

Using the background to perform transpose convolution on the similarity map com-
pletes the block matching reconstruction process, as shown in Equation (12).

fnew = deconv(s, b) (12)

Subsequent methods optimized and improved upon [69]. To fix irregular holes,
Mohite et al. [70] used partial convolution [58] instead of standard convolution based
on [69]. Xie et al. [71], building on [69], introduced a learnable attention mapping module
for end-to-end learning of feature normalization and mask updates, which effectively
adapts to irregular holes and the propagation of convolution layers. A learnable reverse
attention map was also introduced to make the U-Net decoder focus on filling unknown
areas rather than reconstructing the holes and known regions, resulting in a learnable
bidirectional attention map. Due to the high computational complexity of the attention
mechanism, the inpainting efficiency is quite low. To address this, Sagong et al. [72] used
the Euclidean distance in the attention module to replace the cosine similarity used in [69],
which calculates the similarity match of the known and to-be-restored feature blocks,
significantly reducing the inpainting time. Using an improved version of this method,
Shin et al. [73] replaced the general dilated convolution layer in the original network with
a rate-adaptive dilated convolution layer, further reducing resource consumption.

Although compared to traditional convolution models, the content-aware layer can
improve performance, the inpainting results still lack fine textural details, and pixels are
inconsistent with the background. Existing methods often produce content with blurred
textures and distorted structures due to the discontinuity of local pixels. Semantically, local
pixel discontinuity mainly occurs because these methods neglect the semantic relevance
and feature continuity of the area to be restored. To solve this, Liu et al. [74] proposed a
refined method based on deep generative models with an innovative coherent semantic
attention (CSA) layer. Not only can it retain image context structure, but it can also more
effectively predict defects by modeling semantic relevance between defect area features.
The task is divided into coarse and refinement stages, with the CSA layer embedded in the
encoder of the refinement stage. He et al. [75] introduced an image inpainting model based
on inner–outer attention (IOA) layers to improve the content-aware layer.

To fully utilize feature information at different scales, some methods have been pro-
posed using multiscale concepts for both the convolution part and the attention module.
Yu et al. [69]’s content-aware layer uses fixed-size image block matching, unable to effec-
tively utilize background information at different scales. Furthermore, the content-aware
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layer often lacks a mechanism to dynamically adjust the importance weight of attention
based on input. Liu et al. [76] proposed a content-aware layer based on selective latent
space mapping (SLSM-CA). This module introduces two branches, learning pixel-level and
image block-level attention from the background area. Block-level attention focuses more
on structural patterns, while pixel-level attention focuses more on fine-grained texture.
Moreover, to enhance computational efficiency, the SLSM-CA layer introduces latent space
in each attention branch to learn the cyclic approximation of the non-local relation matrix.
By introducing dual-branch attention and a feature selection module, the SLSM-CA layer
can selectively utilize multiscale background information to improve prediction quality.

To exhaustively extract multiscale features, Wang et al. [77] used hierarchical pyramid
convolution in the encoder, providing a variety of receptive field combinations of pooling
layers. A pyramid attention mechanism (PAM) was introduced in the decoder to address
the block degradation issue in previous cross-scale non-local schemes. To flexibly handle
different known areas, Wang et al. [78] proposed a multiscale attention module that uses
image blocks with difference scales to calculate attention scores. However, the obtained
multiscale feature maps simply combine multiscale attention scores without considering
spatial differences. Recognizing that image blocks at different spatial positions can convey
different levels of detail, Wang et al. [79] proposed a spatially adaptive multiscale attention
score, using image blocks of different scales to compute scores for each pixel at different
positions. Liu et al. [80] introduced an interaction encoding–decoding network model that
can simultaneously restore network texture and structural semantics at the feature level.
This model first divides the features of the encoder network into shallow texture features
and deep structural features, filling the holes through multiscale inpainting modules, then
fusing both types of features through feature equalization based on a bilateral attention
mechanism, decoding the features containing structural and textural information back
into images. The designed bilateral attention mechanism in the model ensures that the
current feature point is composed of its surroundings and global feature points, ensuring
the consistency of local and global image information.

Zeng et al. [81] introduced an attention transfer mechanism, first calculating block
similarity between missing and known regions in high-level feature maps, then transferring
the similarity scores to the next layer to guide feature inpainting on low-level feature
maps, followed by pyramid-like layer-by-layer feature inpainting up to the low-level
pixel layer. This can improve the quality of generated images by utilizing high-level
semantic information to restore low-level image features. Similar to method proposed
in [81], the influence of the corresponding layer of the encoder is added during the decoder
inference process. Since the features of the effective area are often different from the features
generated for the defect area, attention is often isolated. The defect area tends to focus on
the defect area and vice versa. To avoid this, Zheng et al. [82] explicitly dealt with attention
to effective and defective areas separately to achieve higher quality and resolution results.

4.3.2. Transformer

High-resolution image inpainting typically employs a multistage approach; the process
begins with low-resolution inpainting, followed by upsampling, and attention mechanisms
are specifically applied during the high-resolution inpainting stage. Zeng et al. [83] pro-
posed an iterative inpainting method with a confidence map as a feedback mechanism and
used the attention mechanism in the next stage to borrow high-resolution feature blocks
from the input image to achieve high-resolution inpainting results. Yi et al. [84] introduced
a context-residual aggregation mechanism for super-high-resolution image inpainting.
The context-residual aggregation mechanism designed based on the context attention layer
idea uses high-level feature maps to compute attention scores, then transfers attention in
multiple low-level feature maps, achieving the matching of context information between
multiple abstraction layers. Qiu et al. [85] devoted the first stage to restoring missing
semantic information. In the second stage, a spatial channel attention (SCA) module was
introduced to obtain fine-grained texture. Quan et al. [86] proposed a new three-stage
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inpainting framework for local and global refinement. Similarly, attention mechanisms are
used for global refinement in the last stage. Uddin et al. [87] proposed two coarse-stage
attention mechanisms. A progressive context module is used to find image-block-level
feature similarity in the original image reconstruction, and a spatial channel context module
is used to find essential spatial and channel features in chroma image reconstruction.

Attention-based image inpainting methods obtain information from the background
area far from the defect and propagate it to the defect area. However, during the propaga-
tion process, because the information from the newly restored defect area is misleading,
it produces blurred results. The above methods that optimize and improve the attention
mechanism are quantitatively evaluated on commonly used datasets, as shown in Table 3.

Table 3. Quantitative evaluations of attention-based image inpainting methods.

Dataset Reference PSNR↑ SSIM↑ FID↓ L1↓/% Image Resolution Mask Type

Places2

[29] 18.91 - - 8.6 256 × 256 Regular mask (25%)
[41] - 0.7809 15.19 9.94 256 × 256 Central area regular mask (25%)
[31] 25.59 0.7850 - 1.93 256 × 256 Irregular mask [73] (20~30%)

[43] 19.69 0.8063 - 3.84 256 × 256 Central area regular mask (25%)
24.7 0.8744 - 2.2 Random mask [75]

[44] - 0.8840 4.898 5.44 512 × 512 Random mask [75]

[42]
25.1 0.8686 15.28

256 × 256
Irregular mask [73] (20~30%)

22.89 0.8063 19.99 Irregular mask [73] (30~40%)
21.22 0.7391 25.88 Irregular mask [73] (40~50%)

[35]
32.45 0.962 1.15

128 × 128
Irregular mask [73] (20~30%)

26.13 0.913 2.44 Irregular mask [73] (30~40%)
24.36 0.874 3.26 Irregular mask [73] (40~50%)

[77]
25.69 0.861 15.72

256 × 256
Irregular mask [73] (20~30%)

24.57 0.807 22.08 Irregular mask [73] (30~40%)
22.28 0.712 28.74 Irregular mask [73] (40~50%)

[82] 21.69 0.8130 3.057 256 × 256 Central area regular mask (25%)

Image Net [13] 20.1 - - 12.91 256 × 256 Central area regular mask (25%)
[35] - 0.5600 - 15.61 512 × 512 Central area regular mask (20%)

Paris Street View [34] 18 - - 10.01 128 × 128 Central area regular mask (25%)
[36] 26.51 0.9 - - 256 × 256 Central area regular mask (25%)

Celeb A
[37] 26.54 0.9310 - 1.83 256 × 256 Central area regular mask (25%)

32.58 0.982 - 0.94 Irregular mask [73] (20~30%)

[40] 26.32 0.9100 25.51 - 256 × 256 Central area regular mask (25%)
[83] 29.91 0.9345 0.959 0.98 256 × 256 Irregular mask [73] (20~30%)

Celeb A-HQ

[38] 25.6 0.9010 - - 256 × 256 Regular mask (25%)
28.6 0.9290 - - Random mask [75]

[39] 25.5 0.8980 - - 256 × 256 Regular mask (25%)
28.5 0.9280 - - Random mask [75]

[58] 26.5 0.8932 - - 256 × 256 Central area regular mask (25%)

Refer to the note in Table 2 for arrow indications.

CNNs, due to their inherent inductive biases, often struggle to capture global features.
These biases stem from their local receptive fields, which prioritize nearby information over
distant or holistic patterns. Manickam et al. [88] introduced ADCT domain learning and
contextual modeling, achieving the computation of the correlation between the missing
regions and all surrounding pixels. This provides higher-quality image imputation. Addi-
tionally, two ADCT context loss functions were introduced to enhance training stability.
An integrated optimization was also introduced, which not only unifies the learning mech-
anisms of pixels and the ADCT domain but also their contextual modeling and attention.



Appl. Sci. 2023, 13, 11189 14 of 31

Suvorov et al. [89] viewed Fourier transform as a lightweight alternative to self-attention
in transformers. Fast Fourier convolution allows for a receptive field covering the entire
image range. This method enables the image inpainting task to adapt to previously unseen
high resolutions, offering an approach that is both innovative and more efficient in terms
of parameter usage. However, whether Fourier convolution can interpret the deformations
of these periodic signals remains a question. Fourier or dilated convolution is not the only
choice for achieving a high receptive field; the transformer proposed in [25] abandons
RNN and CNN structures, adopting a full attention mechanism that enhances the model’s
parallel computing ability, thereby speeding up model training and better handling depen-
dencies between data in long sequences. Dosovitskiy et al. [90] introduced transformers to
computer vision and achieved positive results in most visual tasks.

Zheng et al. [82] employed transformers to directly capture long-distance information
from damaged areas. Attention-based models can learn long-distance image information for
structural recovery, but they are constrained by the intensive computation required for large
image size inference. To address these challenges, Dong et al. [91] utilized a transformer-
based model in a fixed low-resolution sketch space, dealing with the overall structure, with
edges and lines as sketch tensor space. To maintain computational efficiency without input
downsampling, Liu et al. [92] designed an autoencoder based on image blocks, PVQVAE,
which uses a non-quantized transformer (UQ-transformer) to negate the information loss
caused by quantization. It takes the features of the P-VQVAE encoder directly as input
without quantization, using only the quantized tokens as prediction targets, achieving
good results. Li et al. [93] proposed a new transformer-based large hole inpainting model,
customizing a transformer block for inpainting, where the attention module only uses non-
local information from partially valid data, as represented by dynamic masks. Cao et al. [94]
used a pretrained transformer-based model, MAE, and used the features of its decoder
output as prior information to guide the image Inpainting network for large damage
area repair. Although the introduction of transformers has provided better results in the
image inpainting field, the high computational load due to their complexity is significant.
Therefore, further research is still needed.

CNNs and transformers can be combined, using transformers to realize reconstruction
priors and CNNs to supplement textures. While transformers restore the coarse consis-
tency structure, CNNs enhance local texture details based on the coarse prior. The above-
mentioned methods for optimizing transformers have been quantitatively evaluated on
commonly used datasets, as shown in Table 4.

Table 4. Quantitative evaluations of transformer-based image inpainting methods.

Dataset Reference PSNR↑ SSIM↑ FID↓ L1↓/% Image Resolution Mask Type

Places2
[19]

25.1 0.8686 15.28
256 × 256

Irregular mask (20–30%)
22.89 0.8063 19.99 Irregular mask (30–40%)
21.22 0.7391 25.88 Irregular mask (40–50%)

[67] 24.42 0.87 1.47 256 × 256 Irregular mask (40–50%)
[69] 24.49 0.806 22.121 256 × 256 Irregular mask (50–60%)

Refer to the note in Table 2 for arrow indications.

4.4. Model Structure

Many researchers have shifted their focus to the design of model structures for deep-
learning-based image inpainting tasks. Currently, the most common structures are multi-
stage image inpainting networks, single-stage image inpainting networks, and the newly
proposed diffusion-model-based image inpainting networks. Below, we provide a detailed
review of these three network structures.
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4.4.1. Multistage Network Structure

Multistage image inpainting methods include structure–texture methods and boundary-
to-center methods.

Structure–Texture Method

Some approaches adopt a two-stage network structure comprising coarse–fine net-
work. In the first stage, the image undergoes general inpainting after processing. Subse-
quently, the coarsely restored image serves as the input for the fine stage, enhancing the
image’s structure and textural details.

In the first stage of multistage structure–texture inpainting, tasks include restoration of
the image edge information, gradient information, semantic segmentation map information,
depth map information, and other structural information about the image. This structural
information then guides the second stage, which focuses on image texture details. Some
research employs edge information as the focus of the first stage. The authors of [20,95]
divided the image inpainting issue into structure prediction and image inpainting, which
are tackled by an edge generator network and an image inpainting network, respectively.
They leverage the edge information in the structural data of the image to facilitate inpaint-
ing. The edge generator network employs the structural information of undamaged pixels
in the image to predict and generate the edge structure of the damaged area for the first
phase, which then acts as input and prior information for the second-stage image inpainting
network. The overall network structure is depicted in Figure 7.

Mask + Edge map + Grayscale image

Dilated convolution + Residual block 

First stage repair network

Feature matching

Edge map Input

Second stage repair network

Dilated convolution + Residual block 

True or FalseTrue or False

Figure 7. Edgeconnect network model.

The authors of [96] proposed a texture generator using appearance flow for the sec-
ond stage after generating edge structural information in the first stage. Wei et al. [97]
obtained structural information, then, in the second stage, employed a feature pyramid
module to merge multiscale features, obtaining low-, medium-, and high-level seman-
tic information. This enhances the color and texture visual effects of the restored area.
To address the challenge of repairing missing image areas that overlap with foreground
regions, Xiong et al. [98] presented a foreground-aware image inpainting system. This
system encompasses contour detection, contour completion, and image completion stages,
distinctly unraveling the relationship between structural inference and content completion.

However, multistage image inpainting algorithms based on edge structure prediction
often face challenges when restoring areas with high textural complexity or larger defects.
These issues arise because the edge alone is not an ideal semantic structure. Regional
and color information are equally vital. Relying solely on edge information for image
structure inpainting is insufficient. Yang et al. [99] restored image structure information
using both edge and gradient information, and the model’s decoder can decide whether
to use structural priors, preventing adverse impacts resulting from incorrect predictions.
Yamashita et al. [100] used clues from edge and depth images for structural image inpaint-
ing. They improved the RGB inpainting quality using depth cues as a novel auxiliary hint.
Song et al. [101] introduced semantic segmentation information, which can differentiate
between interclass differences and intraclass variations in image inpainting. This supports
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clearer inpainting boundaries between semantically different areas and better texture within
semantically consistent segments. However, when restoring areas with similar semantic
labels but different textures, semantic prediction errors can lead to mistakes in texture
inpainting. Liao et al. [16] built upon the work of Liao et al. [101] and proposed a semantic
guidance and evaluation network (SGE-Net) to iteratively update structural priors and
restore images within a framework of semantic extraction and image inpainting interaction.
The proposed method employs semantic segmentation maps to guide each inpainting scale
and re-evaluates position-related inferences, refining poorly inferred areas in subsequent
scales. It achieves excellent results in real-world images of mixed scenes. The results of
the research on multistage image inpainting networks based on structure and texture are
quantitatively evaluated on commonly used datasets, as shown in Table 5.

Table 5. Quantitative assessments of multistage structure–texture inpainting methods.

Dataset Reference PSNR↑ SSIM↑ FID↓ L1↓/% Image Resolution Mask Type

Places2
[30] 21.75 0.8230 8.16 3.86 256 × 256 Regular mask (25%)

24.92 0.8610 4.91 2.59 Irregular mask (20~30%)

[46] 25.22 0.9026 7.035 - 256 × 256 Irregular mask (20~40%)

Celeb A
[47] 26.82 0.9270 1.654 2.08 256 × 256 Regular mask (25%)

33.19 0.9600 1.227 1.47 Irregular mask

[71] 26.28 0.912 256 × 256 Irregular mask (30–40%)

Paris Street View [71] 30.99 0.954 256 × 256 Irregular mask (10–20%)
[65] 31.07 26.32 1.08 228 × 228 Irregular mask (10–20%)

Cityscapes [44] 18.03 0.75 39.93 256 × 256 Irregular mask
[85] 34.26 0.96 256 × 256 Irregular mask

Refer to the note in Table 2 for arrow indications.

Boundary-Center Inpainting Method

The boundary-center inpainting method can effectively eliminate central blurring.
Li et al. [102] designed a cyclic feature inference network. During the current cycle, the final
attention score for each pixel is obtained by weighting the attention scores from the previous
cycles with the current attention score. This achieves improved inpainting results at the
center of the hole. Li et al. [15] proposed a novel visual structure reconstruction (VSR) layer
to entangle the reconstruction of visual structure and visual features, benefiting from shared
parameters. They stacked four VSR layers repetitively in the encoding and decoding stages
of a U-Net-like [61] architecture to form the generator of a generative adversarial network
(GAN). According to Kim et al. [103], the size of the missing area increases as training
progresses. Magnification, refinement, and reduction strategies constitute a framework-
agnostic method to enhance high-frequency details and can be applied to any CNN-based
inpainting technique. Guo et al. [104] proposed a full-resolution residual network (FRRN)
for the restoration of irregular holes. Zhang et al. [105] divided the hole-filling process into
several different stages, using an LSTM [106] framework to string all the stages together.
By introducing this learning strategy, they were able to gradually reduce large damaged
areas in natural images, resulting in good inpainting outcomes. Moreover, since the entire
process of hole inpainting occurs in a single forward pass, the model boasts high efficiency.
Graves et al. [21] achieved high-quality results with optimal perceptual quality by adjusting
a progressive learning scheme of a semantically aware patch-generative adversarial network
(SA-Patch GAN).

The research methodologies with respect to multistage image inpainting networks
based on the boundary-center approach and their quantitative evaluations on commonly
used datasets are presented in Table 6.
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Table 6. Quantitative Evaluations of boundary-center inpainting methods.

Dataset Reference PSNR↑ SSIM↑ FID↓ L1↓/% Image Resolution Mask Type

Places2

[41] 26.44 0.862 2.75 256 × 256 Irregular mask (30~40%)
[45] 25.66 0.914 256 × 256 Irregular mask (20~30%)

[52] 26.29 0.898 1.56 256 × 256 Irregular mask (20~30%)
24.01 0.842 2.38 Irregular mask (30~40%)

[73] 34.78 0.975 0.36 256 × 256 Irregular mask
27.71 0.920 1.31 Irregular mask

Paris Street View [26] 19.72 8.11 128 × 128 Central area regular mask (25%)

Refer to the note in Table 2 for arrow indications.

While a dual-stage image inpainting network can effectively restore image content,
its high complexity and computational load are inevitable. Moreover, dual-stage image
inpainting heavily relies on the results of the first stage. When the first stage does not
achieve satisfactory inpainting, the second-stage network finds it challenging to carry out
detailed inpainting.

4.4.2. Single-Stage Network Structure

Multistage inpainting models divide the image inpainting task into several subtasks.
While they have demonstrated good inpainting results, they also increase the model’s
complexity and computational load. Additionally, manually defining each stage’s task
makes them less intelligent compared to end-to-end single-stage models. The end-to-
end single-stage inpainting model regresses the multistage task into a single-stage task,
significantly reducing model complexity and making the model smarter.

Single-stage models do not rely on stacking networks to improve quality, so they need
to make full use of multiscale features. Zeng et al. [81] regressed the previous coarse-to-fine
two-stage structure into a single GAN network. They used a pyramid context encoder
combined with a multiscale decoder, incorporating an attention transfer mechanism to
fully utilize multiscale features. This led to better inpainting results in image structure and
color. The network structure is shown in Figure 8.
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Figure 8. Network model diagram.

The attention transfer mechanism, as shown in Figure 9 [107], introduces a single-
stage model that utilizes the fusion of multi-scale dilated convolution layers with different
dilation rates to achieve a broader and more effective receptive field. This makes it easier
to restore large areas in incomplete images.
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Figure 9. Attention transfer mechanism diagram.

Compared to directly regressing to a single-stage network, some methods continue to
use the two-stage method thought, splitting the image into structural and textural elements,
from rough drawing to detailed inpainting, to realize the single-stage model. The authors
of [80] used two parallel branches in place of the sequential dual-stage structure to handle
the structure and texture features of the input image separately. Yu et al. [108] incorporated
multimodal information, including RGB images, edge textures, and semantic segmenta-
tion, in a single-stage network for multiscale spatially aware feature fusion to guide the
image inpainting task. To address the large computational load of dual-stage models,
Sagong et al. [72] introduced a new network structure, PEPSI, which can reduce the number
of convolution operations by adopting a structure composed of a single shared encoding
network and a parallel decoding network with coarse and inpainting paths. The coarse path
produces a preliminary inpainting result, using this result to train the encoding network to
predict the features of the context attention module. Compared to traditional coarse-to-fine
networks, PEPSI not only reduces the number of convolution operations by nearly half
but also outperforms other models in terms of test time and qualitative scores. To capture
global context information at a lower hardware cost, Shin et al.’s method [73] based on
Sagong et al.’s method [72] further introduces a novel rate-adaptive dilated convolution
layer. This layer uses universal weights but produces dynamic features based on the given
dilation rate, further reducing resource consumption.

Research methodologies used to investigate the single-stage image inpainting network
and their quantitative evaluations on commonly used datasets are presented in Table 7.

Table 7. Quantitative assessments of single-stage inpainting methods.

Dataset Reference PSNR↑ SSIM↑ FID↓ L1↓/% Image Resolution Mask Type

Places2 [12] 0.7809 15.19 9.94 256 × 256 Central area regular mask (25%)
Paris Street View [25] 25 0.8563 256 × 256 Central area regular mask (25%)

Celeb A [40] 26.32 0.9100 25.51 256 × 256 Central area regular mask (25%)

Celeb A-HQ
[38] 25.6 0.9010 - - 256 × 256 Regular mask (25%)

28.6 0.9290 - - Random mask [75]

[39] 25.5 0.8980 - - 256 × 256 Regular mask (25%)
28.5 0.9280 - - Random mask [75]

Refer to the note in Table 2 for arrow indications.

4.4.3. Diffusion Models

In recent times, diffusion models have emerged as prominent tools in the realm of
image generation. As suggested by several studies [109], in certain applications, the genera-
tive power of diffusion models has overshadowed that of generative adversarial networks
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(GANs). Many researchers believe that diffusion models have the potential to represent the
next generation of image generation models. In the closely related field of image inpainting,
some studies [17,18,109–116] have begun to explore the use of diffusion models for image
inpainting.

Diffusion models [109] can be divided into two processes: the forward process, which
continuously adds noise to the real image (diffusion), and the reverse process, which
continuously removes noise (reverse diffusion). As illustrated in Figure 10, the diffusion
process proceeds from right to left, representing the gradual addition of noise to an image.
This noise is superimposed, and its influence is immediate; hence, the diffusion process is a
Markov process. If you sample an image from the real dataset and add noise to it multiple
times, the image becomes progressively more noisy. When the noise level is high enough,
it converges to a standard normal distribution. During the training process, the noise
added at each step is known, and according to the properties of the Markov process, it
can be recursively derived. The main focus of the diffusion process is the derivation of
noise addition and its distribution. The reverse diffusion process goes from left to right,
representing the inpainting of an image from noise. If one knows the distribution of the
noise under given conditions, it is possible to sample from any noisy image multiple times
to produce an image, achieving the goal of image generation. However, because this
distribution is known to be challenging, networks are trained to approximate it. Although
this distribution might not be known precisely, it can be expressed and derived from other
variables, guiding the training process.

�� �t �t−1… … �0

p�(��−1 ��)

q(�� ��−1)

Figure 10. Forward and reverse diffusion models.

Kawar et al. [110] employed unsupervised posterior estimation, demonstrating the po-
tential of diffusion models for image inpainting. Theis et al. [112] utilized an unconditional
generation method, encoding images to be restored with diffusion models and showcasing
their potential in lossy image compression. Press et al. [111] verified that the performance
of diffusion models surpassed that of GANs and further refined image inpainting based
on diffusion models. Lugmayr et al. [113] sampled from undamaged areas of an image
to replace the reverse diffusion process in the diffusion model. This model can handle
irregular and free-form damage. It represents a relatively successful modification of the
diffusion model used in image inpainting tasks, outperforming both GANs and VAEs.
Rombach et al. [117] moved the denoising process into the latent space, resulting in more
realistic inpainting outcomes. Diffusion-model-based image inpainting techniques can
be applied to image inpainting tasks without direct supervision. However, they tend to
have very slow inference times, limiting the practicality of diffusion-model-based image
inpainting methods.

4.5. Training Methods

In recent years, notable advancements have been made in training methodologies,
which have significantly enhanced the adaptability and performance of inpainting models
across diverse tasks and scenarios.

4.5.1. Different Masking Techniques

To handle irregular masks and fully exploit mask information, the authors of some
studies have modified convolutional methods. Liu et al. [58] employed partial convolutions,
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where the convolution is limited to valid pixels, to reduce artifacts caused by distribu-
tion discrepancies between masked and unmasked regions. However, this approach can
yield corrupted structures when missing areas become extensive and contiguous. Other
advancements include gated convolutions [59], lightweight gating [84], and regional con-
volutions [118]. The generating of masks used to train the inpainting network has also
been considered, including random holes [56] and object-shaped masks [83,84]. According
to multiple research findings [49–51], the specific method used for generating training
masks is less critical if the contours of these masks offer sufficient diversity. Jo et al. [119]
proposed an encoder–decoder architecture similar to U-net. All convolutional layers are
of the gated convolution type, accepting free-form masks, sketches, and colors as inputs.
In addition to irregular masks, there is a need to include regular, specialized, and shapes
of any other style. To address this limitation, Xiao et al. [60] introduced a method for
determining the robustness of arbitrary inpainting models using diver masks. They pro-
posed masking convolutions and renormalization to utilize valid pixels more effectively in
handling irregular masks. Lu et al. [120] used seven types of mask-generating strategies to
randomly produce samples. These generated masks include not only narrow masks but
also larger masks, achieving superior results compared to previous strategies. Masks are
typically intricate, showing various shapes and sizes at different positions in an image.
A single model cannot entirely capture the vast gap between different masks. To tackle this
issue, Sun et al. [121] learned to decompose a complex mask region into several basic mask
types, using specific type generators to restore the damaged image in a patch-wise manner.
The proposed multirelational interaction network (MRIN) model consists of a mask-robust
agent and an adaptive patch generation network. The mask-robust agent, which includes
a mask selector and a patch locator, creates mask attention maps to select a patch in each
layer. The mask-robust agent is trained in a reinforcement learning manner, constructing a
sequence of mask-robust processes to learn the optimal inpainting patch route. Then, based
on the predicted mask attention map, the adaptive patch generation network restores the
selected patches, allowing it to sequentially repair each patch according to its mask type.

4.5.2. Diverse Inpaintings

Recent research on image inpainting has started to pivot towards diversification of
the generated results. Previous image inpainting methods could produce seemingly real
complete images. However, these models operate under the inherent assumption that a
given incomplete image should correspond to only one complete image. They optimize
the network by comparing the differences between the generated and actual full images.
Such an assumption may overlook the potential of multiple valid completions for a given
incomplete image, thereby potentially limiting the model’s versatility and adaptability.
Similar to art inpainting, different artists undoubtedly achieve varied inpainting results for
the same piece, yet all outcomes are valid. To achieve diverse inpaintings, Zheng et al. [22]
introduced a diversified image inpainting method to generate multiple plausible solutions
for missing image regions. The main challenge faced by the learning-based method is
that each label usually has only one real training instance. To overcome this difficulty,
a framework with two parallel paths was proposed. As illustrated in Figure 11, one is a
VAE-based reconstruction path, leveraging not only the known image region information
but also imposing a smooth prior on the latent space of the region to be restored. The other
is a generation path, predicting the latent prior distribution of the missing region based on
visible pixels, from which different outcomes can be sampled. The latter does not aim to
guide the output to reconstruct instance-specific hidden pixels but allows the plausibility of
the results to be driven by an auxiliary discriminator network, resulting in highly variable
generated content.
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Liu et al. [122] designed two types of SPDNorm to control the confidence of the
generated content in the region to be restored. As illustrated in Figures 12 and 13, one is
Hard SPDNorm, and the other is Soft SPDNorm. Hard SPDNorm provides a map where
values become smaller towards the center. When the model predicts pixel values in the
missing region, the output features operate with this map. Soft SPDNorm, on the other
hand, is learned by a CNN. Experimental analyses showed that the learned values hover
around 0.5, diverging from the authors’ initial intent.
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Other works have attempted to diversify inpainting results. Zhao et al. [123] treated
the diversified image inpainting task as a known marginal probability distribution and
joint probability distribution, aiming to solve the conditional probability distribution prob-
lem. Their model comprises a manifold projection module, an encoding module, and a
generation module. Although some level of variation has been achieved, the quality of the
completion is limited by divergence in training. In contrast, Wan et al. [124] directly opti-
mized the log likelihood in the discrete space through transformers without any auxiliary
assumptions.

5. Applications

Image inpainting has applications in numerous domains. In this article, we categorize
the application scenarios of image inpainting into three main categories: object removal,
image inpainting, and facial inpainting. A detailed breakdown of these categories and their
respective deep learning methods is presented in Table 8.

Table 8. Overview of image inpainting application scenarios and corresponding deep learning methods.

Application Scenario Description Possible Deep Learning Methods

Object Removal

Conventional Image Object
Removal

Used for scene restoration, environmental impact assess-
ment, urban mapping, etc. Examples include gait recog-
nition, robots detecting apples, and automatic removal of
clutter after photography.

GAN models, self-attention mecha-
nism, and transformer

Remote Sensing Image Ob-
ject Removal

Used for filling and repairing of obstructed parts in remote
sensing images, such as clouds, mountains, buildings, etc.

GAN models, self-attention mecha-
nism, transformer, and multistage in-
painting

Image Desensitization Used to replace sensitive information in images, such as
oil and gas exploration images.

GAN models and custom datasets

Image Restoration

Ancient Mural and Cultural
Relic Image Restoration

Used for image restoration in ancient murals and cultural
relics, which is crucial for the restoration of ancient culture
and the study of ancient artifacts.

GAN models and self-
attention mechanism

Modern Life and Industrial
Image Restoration

Examples include license plate restoration from dirt and
damage, scratch repair in coal rock micrographs, wellbore
electrical image restoration, digital image repair affected
by mirror reflection, etc.

GAN models, self-attention mech-
anism, transformer, and single-
stage restoration

Face Inpainting

Criminal Investigation Face
Inpainting

Used for facial recognition when the facial image of a crim-
inal suspect is obstructed or damaged.

GAN models and diffusion models

Facial Feature and Expres-
sion Inpainting

Used to restore facial features and expressions in facial
images, making them more realistic.

GAN models and diffusion models

5.1. Object Removal

Object removal is a relatively widespread application of image inpainting techniques.
The task typically involves removing specific objects from a photo and filling the removed
area with pixels that make sense based on the surrounding background. The different
application scenarios where object removal technology is applied are broadly divided into
three main categories: general image object removal, remote sensing image object removal,
and image desensitization.

5.1.1. General Image Object Removal

Background inpainting techniques for object removal are indispensable for many ap-
plications, such as scene inpainting, environmental impact assessment, and urban mapping.
Unwanted objects (like pedestrians, riders, vegetation, and vehicles) often obstruct scenes,
hindering essential tasks like computer vision object detection, semantic segmentation,
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and human pose estimation. For instance, Li et al. [32] addressed the problem of gait
recognition under the influence of occlusion. Chen et al. [33] removed leaves while de-
tecting apples with robots. These techniques can also help photographers and tourists
automatically remove unwanted objects from photos, restoring the natural landscape.
Huang et al. [34] applied this technique in environmental art design, while Miao et al. [1]
used it in the medical field to restore and fill spinal tumor CT images, aiding in 3D recon-
structions for patients.

5.1.2. Remote Sensing Image Object Removal

With the rapid advancement of remote sensing technology, remote sensing images
are being widely used across various fields. The demand for detailed information on the
Earth’s surface in remote sensing image analysis is expanding. Zhao et al. [2,3] attempted to
fill areas in remote sensing images that were obscured by clouds. Dong et al. [4,5] restored
and filled areas in remote sensing images where mountains and buildings were obscured.

5.1.3. Image Desensitization

Furthermore, image inpainting can be applied to image desensitization, replacing
sensitive information in images. For example, Li et al. [125] employed this technology to
replace sensitive data in oil and gas exploration images.

However, current techniques have several limitations. Zhang et al. [126] used a custom
dataset and a GAN model for image prediction, which showed better results compared to
previous methods. Still, it required creating a custom dataset and end-to-end training with
many specific training labels. The positive results might also be due to overfitting of the
training data, making it less suitable for different application scenarios.

Therefore, there is a need not only for a more intelligent method for object removal
and background inpainting to address the shortcomings of traditional image processing
techniques but also a scalable image prediction self-supervised learning method. This
would enable models to be trained on existing large datasets, mitigating the high costs and
scalability issues associated with custom datasets.

5.2. Image Inpainting

Images, especially older ones, often have various imperfections. Different scenes from
different eras, due to varying photography conditions and technologies, exhibit different
levels of damage and distortions. Addressing these image defects has become a crucial
research topic.

In particular, restoring images of ancient murals and artifacts is a significant applica-
tion of image Inpainting. Liu et al. [35–42] applied image inpainting techniques to various
scenes and degrees of damage in ancient murals and artifacts. This is vital for the revival
and study of ancient cultures.

In modern life and industrial sectors, image inpainting remains crucial. Chu et al. [26]
restored dirtied license plates, Li et al. [27] repaired scratches in coal rock microimages,
Zhang et al. [28] quickly fixed blank areas in borehole electric imaging, and Lv et al. [29]
repaired areas in digital images affected by mirror reflections. Mobile robot semantic map
building faces many challenges. Depth images directly obtained from depth cameras have
many invalid points that affect the detection and calculation of object positions. Li et al. [30]
applied image inpainting techniques to depth images in mobile robot simulation scenarios.
In real scenarios, strong light spots sometimes appear in the front-view road images
captured by small robots, which severely distort the images. Before processing such images,
Zheng et al. [31] effectively restored them.

5.3. Facial Inpainting

Facial inpainting is a crucial application of image inpainting with a wide range of uses.
For example, in criminal investigations, if a suspect’s face is obstructed or facial features are
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damaged, accurately removing the obstruction is essential for improving facial recognition
techniques.

Facial features are essential components of the face, and facial images contain the
topological structures between these features, making them highly structured and semanti-
cally rich. Facial images also vary based on gender, race, and expression. Yang et al. [6]
introduced a facial landmark prediction network. Shen et al. [7] incorporated facial se-
mantic labels in the first stage of dual-stage inpainting. Zhang et al. [8] embedded facial
information into a latent space using variational autoencoders, guiding facial completion.
Lahiri et al. [9] added a noise prior, introducing a structural prior, which helps the model
retain facial pose information, producing more realistic image content.

Still, facial inpainting has many challenges. For example, the restored facial features
and expressions are often not lifelike. Most datasets used in the literature are from European
and American faces, so the results for Asian faces are not ideal. Hence, there is a need to
create a dataset tailored to Asian facial features, aligning the algorithm more closely with
Asian facial attributes.

6. Comparison of the Latest Techniques

In this section, we conduct an in-depth comparison and analysis of the latest techniques
discussed above. We delve into various aspects of these techniques, including their main
features, advantages, and limitations. Such a comparative analysis not only helps us better
understand the working principles and application scope of these techniques but also offers
valuable insights and references for future research.

Research methodologies used to investigate the contemporary image inpainting net-
work and their quantitative evaluations on commonly used datasets are presented in
Table 9.

Table 9. Comparative analysis of contemporary image inpainting techniques.

Reference Main Features Advantages Limitations

[53] Classification of existing techniques Provides comprehensive classification Only a classification

[63] Subkernel convolution Enhances image understanding Requires more computational re-
sources

[76] Selective latent space mapping Improves prediction quality Increases model complexity

[77] Hierarchical pyramid convolution Enhances multiscale features Requires more parameters

[79] Spatially adaptive attention score Computes scores for each pixel Requires more computational re-
sources

[82] Separate handling of effective and
defective areas

Achieves high-quality results Increases model complexity

[89] Fourier transform as an alternative
to self-attention

High parameter efficiency Interpretation of periodic signals re-
mains a question

[91] Transformer in low-resolution
sketch space

Handles large image sizes Might sacrifice details

[92] Autoencoder based on image blocks No information loss Requires more computational re-
sources

[93] Large hole inpainting model Uses partially valid data Increases model complexity

[94] Pretrained transformer model Better inpainting results High computational load

[100] Uses depth cues Improves RGB inpainting quality Requires depth information

[103] Increasing the size of the missing
area

Enhances high-frequency details Requires more training time



Appl. Sci. 2023, 13, 11189 25 of 31

Table 9. Cont.

Reference Main Features Advantages Limitations

[120] Seven mask-generating strategies Achieves superior results Increases model complexity

[121] Decomposition of complex mask re-
gion

Sequentially repairs each patch Requires more computational re-
sources

[21] Progressive learning of SA-Patch
GAN

Achieves high-quality results Requires more training time

[110] Unsupervised posterior estimation Demonstrates the potential of diffu-
sion models

Might not be suitable for all images

[113] Replaces the reverse diffusion pro-
cess in diffusion models

Handles irregular damage Requires more parameters

[117] Denoising process in latent space Achieves more realistic inpainting re-
sults

Increases model complexity

7. Ethical Considerations of Image Inpainting Techniques

As the realm of image inpainting techniques continues to expand, so does its range of
applications. However, the widespread adoption of this technology has ushered in a series
of ethical dilemmas.

First and foremost, the misuse of inpainting techniques can lead to image forgery.
For instance, historical photographs or news images can be manipulated using this technol-
ogy, thereby altering the authenticity of the original events they depict. Such alterations not
only have the potential to mislead the public but can also inflict undue harm on individuals
or organizations by misrepresenting them.

Furthermore, inpainting techniques can be weaponized to infringe upon personal
privacy. A case in point is the potential use of this technology to extract an individual from
a publicly available photograph and subsequently place them within an entirely different
context, thereby fabricating misleading evidence or scenarios.

To ensure the ethical deployment of inpainting techniques, the following recommen-
dations are proposed:

1. Transparency: Whenever an image is modified using inpainting techniques, it is
imperative to clearly annotate the altered sections. Additionally, providing the original
image as a point of reference can maintain the integrity of the content.

2. Education and training: Offering training sessions for image processing experts and
journalists can equip them with a comprehensive understanding of the potential risks
and ethical implications associated with these techniques.

3. Technological constraints: The development of innovative algorithms and tools dedi-
cated to detecting and preventing image forgery is crucial. These tools can act as a
deterrent, ensuring that the technology is used responsibly.

4. Legal and policy frameworks: The formulation and enforcement of pertinent laws
and policies can serve as a robust mechanism to penalize those who misuse inpainting
techniques. Such legal frameworks can act as a deterrent, ensuring that individuals
and organizations think twice before manipulating images unethically.

In conclusion, while image inpainting techniques offer a plethora of benefits, it is
paramount to navigate their use with a keen sense of responsibility. By adhering to the
aforementioned recommendations, we can harness the power of this technology while
upholding the highest ethical standards.

8. Outlook and Challenges

From its inception, image inpainting, especially the inpainting technique, has un-
dergone several developmental phases. In its early stages, image restoration primarily
relied on traditional image processing methods, such as those based on partial differentials,
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sample-based image restoration models, and variational restoration based on geometric
image models. However, with the surge in computational resources and the rapid ad-
vancement of deep learning technologies, image restoration methods rooted in deep neural
networks have gradually occupied the forefront of the field. These methods harness the
known portions of an image and, through trained models, compute pixel information for
areas awaiting restoration [127,128].

Despite the significant strides made in image restoration technology, several challenges
persist:

1. Computational complexity: Deep learning models typically demand substantial com-
putational resources, which might not be feasible for certain real-time applications.

2. Real-time requirements: For specific applications, such as real-time video streams
or gaming, instantaneous image restoration is paramount, setting a higher bar for
the technology.

3. Restoration quality: In certain intricate scenarios, prevailing techniques might fall
short of achieving the desired restoration outcomes.

Addressing these challenges, the future avenues for improvement encompass:

1. Model lightweighting: The development of more streamlined models that not only
ensure restoration quality but also meet real-time requirements.

2. Adaptive learning: Enabling models to adaptively learn and restore based on varying
scenarios and content.

3. Multimodal fusion: Incorporating multiple sources of information (e.g., depth and
semantics) for image restoration to enhance accuracy and robustness. The promise of
these directions stems from their potential to tackle the core issues of current technolo-
gies while aligning with the evolving trends in computer vision and machine learning.

Furthermore, most image inpainting solutions emphasize object removal or texture
synthesis, implying a reliance on the undamaged image areas to match features for the dam-
aged zones, culminating in the inpainting process. However, achieving semantic generation
remains elusive. When the damaged area surpasses 70%, the dearth of known information
means that various deep-learning-based image inpainting methods, including those rooted
in CNNs, VAEs, and GANs, grapple with accurate image restoration. This underscores the
pivotal role of the generative capability of inpainting models. While popular generative
models like GANs and diffusion models have their pitfalls, such as mode collapse and
unstable GAN training, research suggests that robust image generation capabilities are key
to large-scale image inpainting. This has led to the proposition of constructing conditional
generative models predicated on the basis of collaborative modulation, contingent on the
visible area. The underlying premise is that when a significant image portion is obscured,
the image inpainting challenge virtually mirrors unconditional image generation. This
insinuates that robust image generation capabilities can substantially bolster the inpainting
of vast areas. However, studies have shown that even after obscuring 75% of the image data,
restoration remains possible, underscoring the redundancy inherent in images. This raises
a pertinent question: Do images genuinely possess such redundancy, enabling restoration
even after losing a significant chunk of their data? In this context, the role of generative
models might be to diversify inpainting. Striking a balance between precise reconstruction
and diverse generation is poised to be a future challenge in image inpainting research.
Additionally, there is a discernible gap in techniques focusing on high-resolution image in-
painting, although high-resolution imaging remains a cornerstone in contemporary image
processing tasks. Consequently, forthcoming research in image inpainting should pivot
towards high-resolution and extensive damage areas.
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