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Abstract: Artificial Intelligence has been widely applied in intelligent transportation systems.
In this work, Swin-APT, a deep learning-based approach for semantic segmentation and object
detection in intelligent transportation systems is presented. Swin-APT includes a lightweight network
and a multiscale adapter network designed for image semantic segmentation and object detection
tasks. An inter-frame consistency module is proposed to extract more accurate road information
from images. Experimental results on four datasets: BDD100K, CamVid, SYNTHIA, and CeyMo,
demonstrate that Swin-APT outperforms the baseline by 13.1%. Furthermore, experiments on the
road marking detection benchmark show an improvement of 1.85% of mAcc.

Keywords: artificial intelligence; deep learning; semantic segmentation; object detection

1. Introduction

With the rapid development of socio-economics and technology, as well as the wide-
spread urbanization worldwide, road accidents and traffic congestion have become com-
mon challenges around the world. Confronted with increasingly intricate traffic envi-
ronments, traditional methods relying on increasing manpower for management and
scheduling are no longer able to meet the demands of current transportation systems
for safety, efficiency, and environmental sustainability. Intelligent transportation systems
have incorporated technologies such as the Internet of Things, artificial intelligence, cloud
computing, edge computing, and automation to provide traffic information services based
on real-time traffic data. Systems are being applied in areas such as smart highways,
transportation data management, and autonomous driving [1].

Artificial Intelligence (AI) has been widely applied in intelligent transportation sys-
tems due to the ability of reducing human involvement while maintaining high accuracy.
Vehicles and pedestrians are integral elements of the complex and dynamic road environ-
ment in urban traffic networks. The raw data for intelligent transportation is derived from
semantic segmentation and object detection specifically tailored for smart transportation.
The respective trajectories of vehicles and pedestrians can be obtained by segmentation and
detection methods, enabling the inference of potential safety hazards [2]. Images contain
a wealth of underlying semantic information, and computer vision, as a crucial technology
in intelligent transportation systems, utilizes methods centered around computer vision to
aid intelligent vehicles in understanding scene semantics [3].

Existing algorithms [4–7] can independently achieve scene analysis in complex sce-
narios through semantic segmentation and object detection. Although these methods
demonstrate excellent performance in their respective single task, they require sequen-
tial processing, leading to unnecessary time consumption. However, when deploying
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environment perception systems on embedded devices in driving vehicles in intelligent
transportation system, limitations in computation resources and the requirement for low
latency must be taken into account. Furthermore, there are often a multitude of interrelated
pieces of information between multiple tasks in traffic lane scene analysis. For example, in
a driving lane scene, lane markings often serve as boundaries for drivable areas, and there
are typically scattered road vehicles (cars, motorcycles, etc.) and passing pedestrians around
the driving area. Detecting these objects would facilitate semantic segmentation. Therefore,
sharing detection information from multiple tasks contributes to enhancing the overall
performance of autonomous driving perception systems. Integrating the requirements of
multiple tasks into a unified model in autonomous driving scenes allows for effective infor-
mation sharing among tasks, thereby improving the overall performance of autonomous
driving perception systems. Moreover, in practical applications such as autonomous vehi-
cles and traffic control, models not only need to demonstrate good accuracy but also meet
the requirements of computational efficiency and real-time performance, which are crucial
evaluation metrics. The depth of the network places demanding requirements on hardware
and software resources, such as computational capacity and storage. Simply reducing the
model size would lead to a significant decline in algorithm performance.

Deep learning-based algorithms for scene understanding, including image seman-
tic segmentation and object detection, are the main focus of this work. The goal is to
achieve segmentation predictions on traffic lane datasets to aid in the analysis of road con-
ditions. A lightweight network based on the Swin-Transformer [8] is designed, along with
an adapter network suitable for both image semantic segmentation and object detection
tasks. This network effectively improves the model’s prediction accuracy while maintaining
a small computational cost. The inter-frame consistency module, called the inter-frame
consistency module, is introduced as an information measurement and comparison method
based on the consistency of information between adjacent frames. It is used to induce the
model to extract more accurate road information from the images. In the multi-scale feature
space, the adapter network is applied to effectively identify scene objects of different scales.
The proposed approach is validated on four datasets: BDD100K, CamVid, SYNTHIA, and
CeyMo. Experimental results demonstrate that, compared to the baseline models, the
proposed model Swin-APT achieves an improvement of up to 13.1% mIoU. Additionally,
in the road detection branch of the CeyMo dataset, experiments on road marking detection
show an improvement of 1.85% mAP compared to the baseline model.

The main contributions and innovations of this work are as follows:

• A lightweight network called Swin-APT, based on the Swin-Transformer, is introduced,
and an adapter network suitable for image semantic segmentation and object detection
tasks is proposed. The prediction accuracy of the model is improved while maintaining
a small computational cost;

• A module based on the inter-frame consistency of image frames is proposed, which
induces the model to extract more accurate road information from the images;

• The adapter network is applied in the multi-scale feature space to effectively improve
the recognition rate of scene objects in downstream tasks;

• Extensive experiments are conducted on four public road semantic segmentation
datasets and a road mark detection dataset. The experimental results aim to find
a balance between accuracy and computational cost. The effectiveness of the proposed
approach is demonstrated through these experiments.

2. Related Work

Semantic segmentation has been widely researched and applied in traffic lane scene
analysis. Wong [4] proposed a feedback-based deep semantic segmentation method that
can integrate spatial context by incorporating an additional output feedback mechanism,
eliminating the need for post-processing steps such as Conditional Random Fields (CRF)
refinement. Ref. [5] introduced a shallow Convolutional Neural Network (CNN) called
Multi-View Sampling CNN (MVS-CNN), which utilizes abstract features extracted from
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the gradient information of images to improve the semantic segmentation of road areas. In
order to capture and convey road-specific contextual information, Ref. [9] focused on the
Spatial Information Inference Structure (SIIS), which can learn both local visual features of
roads and global spatial structural information. To accurately extract linear features, a novel
Dilated Vertical and Horizontal kernel (DVH) was introduced into the feature extraction
task of the semantic segmentation network [6]. Mobile Laser Scanning (MLS) technology
has also been widely used for road image segmentation and recognition [10]. By analyzing
high-resolution images, a better understanding of urban traffic conditions can be achieved,
facilitating the formulation of traffic policies and infrastructure investment plans. However,
in practical application scenarios, autonomous driving has strict requirements for real-time
road and obstacle detection methods. Therefore, there is a need to develop novel semantic
segmentation models to ensure the accuracy of various indicators for autonomous vehicles.

Object detection is another key task in intelligent transportation. It can be used for real-
time monitoring of traffic flow and for identifying and tracking vehicles and pedestrians
on the road. Object detection methods based on CNN (Convolutional Neural Networks)
delve into deeper features, providing more sensitive generalization and adaptability. They
overcome the challenges posed by complex outdoor traffic environments and variations in
vehicle scales, among other uncertain factors. YOLO series [11–13] were widely used in
vehicle detection and related tasks.

Taheri et al. [14] proposed an improved Tiny-YOLOv3 model that can detect and
classify objects at a speed of 95 FPS (Frames Per Second) on the BIT vehicle dataset by
pruning and simplifying the model. Yao et al. [7] added a 104× 104 detection layer to
YOLOv3 and recalculated 12 anchor boxes using k-means to improve the detection accuracy
of small vehicles. Kim et al. [15] proposed a multi-scale vehicle detection method based on
Spatial Pyramid Pooling, which enhanced robustness against vehicle occlusion and scale
variation. YOLOv4 is an upgraded version of YOLOv3. Ref. [16] introduced an adaptive
model by combining YOLOv4 with Deepsort, enabling real-time detection and counting of
various types of vehicles, which achieved improved detection accuracy at a speed of 32 FPS.
Ref. [17] proposed a real-time traffic monitoring system based on virtual detection zones,
Gaussian Mixture Models, and YOLO. This system aimed to enhance vehicle counting and
classification efficiency. These innovations and improvements in object detection methods
contribute to the development of efficient and accurate systems for traffic monitoring and
management in intelligent transportation applications.

Based on the aforementioned, Ref. [18] proposed a shared encoder with three inde-
pendent decoder architectures to simultaneously accomplish scene classification, object
detection, and drivable area segmentation tasks. The network performed well in multiple
tasks but did not incorporate lane line detection. Ref. [19] also employed an encoder-
decoder structure and built context tensors between the subtask decoders to facilitate the
sharing of specific information among tasks. These algorithms utilize an encoder to extract
features and decoders to perform individual tasks, making the network relatively complex.

3. Methods

In this section, the overall structure of Swin-APT will be introduced. A balance
between accuracy and computational complexity is aimed for. The overall architecture of
the model is illustrated in Figure 1. The input to the model comprises two consecutive
color images that are processed by the network in parallel.

The network’s encoding part comprises four consecutive Swin-Transformer blocks.
This is followed by an adapter network that is proposed, forming a feature pyramid struc-
ture to encode the images into high-level semantic features. These high-level semantic
features are then fed into the Inter-frame Consistency Module (InCM), a module for mea-
suring information consistency and contrastive learning between image frames. InCM
is used for learning consistent information from the two parallel consecutive frames to
further encode the semantic meaning of the images.
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Finally, the image features are passed through task-specific heads for road segmenta-
tion and road marking detection.
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Figure 1. Overall architecture of Swin-APT. LE, STB, PM, and InCM are short for Linear Embedding,
Swin Transformer Block, Patch Merging, and Inter-frame Consistency Module, respectively.

3.1. Light-Weight Backbone Swin-L

The model is designed based on Swin-Transformer [8], which is a lightweight backbone
network used for initial feature extraction of road images. Features are hierarchically
extracted from input images using the Swin-Transformer. The backbone structure includes
image patch partitioning, image embedding, and encoding layers, which are capable of
capturing image features at different levels. Swin-Transformer increases the receptive
field of image patches by using W-MSA, making it particularly suitable for fine-grained
classification tasks such as image classification and image segmentation.

However, issues such as a large number of model parameters, high computational
resource requirements, and long inference time arise when directly applying the vanilla
Swin-Transformer to road segmentation. It is not suitable for real-time predictions in
intelligent transportation and driving environments. As a result, the Swin-Tiny is modified
by changing the intermediate feature dimension and reducing the number of blocks,
resulting in a lightweight network called Swin-Light (Swin-L).

Specifically, a 4-layer structure of the Swin-Transformer is applied, where each layer
consists of an image patch merging module and consecutive Swin-Transformer blocks. The
numbers of Swin-Transformer blocks for each layer are set as 1, 1, 3, and 2, and the hidden
dimensions of each layer are set as 48, 96, 192, and 384.

Experimentally, Swin-Light reduces 35% of parameters compared to Swin-Tiny (from
60 M to 39 M). However, performance degradation may occur due to the significant
decrease in network parameters and complexity, as the scene features may not be fully
captured by the model.

3.2. Adapter Net

The performance degradation of the model is attributed to the lack of global infor-
mation exchange between low-level features, similar to the Transformer architecture. To
maintain the model scale, an adapter net is designed that follows the Swin-Transformer
hierarchical structure, as shown in Figure 2. The structure of the adapter network combines
the information in the feature space through consecutive 1 × 1 convolutions, achieving
information fusion at a low cost.
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Specifically, given a feature map Feat ∈ RH×W×C, it is divided into g groups of

sub-features F g
eat ∈ RH×W× C

g , that is Feat ∈ RH×W× C
g × g,

F ′eat = AGG(N (F 0
eat),N (F 1

eat), · · · ,N (F g−1
eat )) (1)

N (·) = [Conv1×1(·), Conv1×1(·), Conv1×1(·)] (2)

where N (·) represents consecutive convolution layers with a kernel size of 1, which are
used to extract information from the feature space. AGG is an aggregation function used to
fuse features from different groups, such as max(·), avg(·), etc. In this work, the non-linear
function Conv(·) is employed to learn different weights from different groups.

Features

Feature

1*1 conv 1*1 conv 1*1 conv

APT module

Figure 2. Architecture of the Adapter net.

3.3. Inter-frame Consistency Module

In autonomous driving, road information tends to be consistent over short periods
of time. To capture the encoded road information from consecutive frames, where the
feature differences are limited, an information measurement and contrast module based on
inter-frame consistency is introduced. Two parallel inputs are taken by the module: the
current frame FI(t) and the consecutive correlated frames FI(t−1). The network structure of
this module is depicted in Figure 3. A measure of information similarity is introduced to
compute the similarity of encoded features between adjacent frames:

SIM(F ′I(t−1),F
′
I(t)) = S(F

′
I(t−1),F

′
I(t))

= S(Q(FI(t)),Q(FI(t−1)))
(3)

where Q represents the encoding function that obtains the feature encoding from image
frames to feature information and S denotes the measurement function. Specifically, the
KL-divergence is used as the measurement S to quantify the divergence between adjacent
frame features. Mathematically, the KL-divergence between two frame features F ′I(t−1) and
F ′I(t) is calculated as:

DKL(F ′I(t)‖F
′
I(t−1)) =

n

∑
i=1
F ′

I(t)i log

 F ′
I(t)i

F ′
I(t−1)i

 (4)

Furthermore, a constraint module is designed to enable the model to learn consistent
information between neighboring frames:

Rs =

{
arg minθ(SIM(F⊆′I(t−1),F⊆

′
I(t))) SIM(·) ≥ α

0 otherwise
(5)

where α is the threshold value set to distinguish scene transition issues during model train-
ing. When there is a significant difference in feature information due to scene transitions, it
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is necessary to disable the information measurement and comparison module in order to
achieve better performance.

00

SIM

Figure 3. Architecture of the inter-frame consistency module.

3.4. Multi Scale Adapter Net

To address multiple scales of the same object in different perspectives in road scenes, it
is proposed to further integrate the adapter network into a multi-scale network to enhance
the robustness of the network. Specifically, as shown in Figure 1, the multi-level outputs of
the backbone network are sent to the adapter network corresponding to each level, and the
multi-scale adapter network is followed by an FPN [20] for feature fusion.

4. Datasets and Metrics

In this section, the road segmentation dataset and road marking detection dataset are
introduced, along with the corresponding evaluation metrics.

4.1. Datasets

For the road segmentation task, four public datasets are used: BDD100K, CamVid,
SYNTHIA, and CeyMo. For the road marking detection task, the CeyMo dataset is also
used for validation.

• BDD100K

BDD100K [21] serves as a benchmark dataset for experimental research and is a chal-
lenging public dataset in driving scenes. The dataset contains 100,000 frames from the
driver’s perspective and is widely used as an evaluation benchmark for autonomous driv-
ing. The BDD100K dataset is considered to have more advantages in terms of weather
conditions, scene locations, and lighting. Following previous work, the dataset has been di-
vided into a training set containing 70,000 images, a validation set containing 10,000 images,
and a test set containing 20,000 images.

• CamVid

CamVid [22] is the first video collection that includes semantic labels for object classes.
The dataset provides ground truth labels that associate each pixel with 1 of 32 semantic
classes. CamVid is a road/driving scene understanding dataset that uses 5 video sequences
captured by a 960 × 720 resolution camera installed on the dashboard of a car. These
sequences are sampled (4 at 1 fps and 1 at 15 fps) for a total of 701 frames. A total of
367 frames are used for training, 101 frames for validation, and 233 frames for testing. Each
frame has a size of 360× 480 pixels.

• SYNTHIA

SYNTHIA [23] is a synthetic dataset consisting of 9400 photorealistic frames from
a virtual city presented from multiple viewpoints, with pixel-level semantic annotations
for 13 classes. Each frame has a resolution of 1280 × 960. A total of 6580 frames are
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used for training, and 2820 frames are used for validation. These images come from
a collection of photorealistic frames rendered from a virtual city and have precise pixel-
level semantic annotations for 13 classes. It is used for semantic segmentation and related
scene understanding tasks in driving scenes.

• CeyMo

The CeyMo [24] dataset contains a total of 2887 images, with 4706 road marking
instances annotated for 11 classes, and a resolution of 1920× 1080 pixels. The entire dataset
is divided into a training set (2099 images) and a test set (788 images). For each road
marking instance, CeyMo provides three annotation methods: polygon, bounding box, and
pixel-level annotation.

4.2. Evaluation Metrics

For the road segmentation task, accuracy (Acc) and mean Intersection over Union
(mIoU) are used as evaluation metrics. For the road marking detection task, mean Average
Precision (mAP) is used as the metric for validation.

4.2.1. Accuracy

For each image, the model predicts the following classification as correct or incorrect:
TP represents the model predicting positive and the actual sample being positive; FP
represents the model predicting positive and the actual sample being negative; FN repre-
sents the model predicting negative and the actual sample being positive; TN represents
the model predicting negative and the actual sample being negative. Accuracy (Acc) is
a commonly used metric for measuring the performance of a model, which represents the
ratio of the number of correct judgments to the total number of judgments and describes
the proportion of correct predictions made by a model on the test dataset. The formula for
calculating accuracy is shown in Equation (6):

Acc =
TP + TN

TP + TN + FP + FN
(6)

4.2.2. Mean Intersection over Union

In semantic segmentation, Intersection over Union (IoU) is the ratio of the intersection
and union of the ground truth and prediction. mIoU is the average of IoU for each class in
the dataset, and the formula for calculating mIoU is as shown in Equation (7):

mIoU =
1

k + 1

k

∑
i=0

TP
FN + FP + TP

, (7)

where k represents the number of classes included in the dataset.

4.2.3. Mean Average Precision

Mean Average Precision (mAP) is a measure of model performance in object detection.
In object detection, the Accuracy metric in classification is not applicable due to the object
localization boxes. The mAP metric in the object detection field is proposed. To calculate
AP, precision and recall of the model are first calculated along with the P-R curve, and the
formulas for calculating them are Equations (8) and (9):

Precision =
TP

TP + FP
(8)

Recall =
TP

TP + FN
(9)

The P-R curve is the curve formed by all Precision-Recall points connected by Precision
as the horizontal axis and Recall as the vertical axis. The calculation formulas for AP and
mAP are as shown in Equations (10) and (11):
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AP =
∫ 1

0
p(r) dr, (10)

mAP =
∑k

i=1 APi

k
, (11)

where p(r) represents the P-R curve, and k represents the number of target categories
included in the dataset. AP has a value range between 0 and 1. The higher the AP, the
better the model’s performance. If the area under the P-R curve is 1, it means that the
model’s performance is the best. Generally, AP is calculated for a single class, and mAP is
the average of AP for all classes.

5. Experiments

In this section, the effectiveness of the proposed model is validated on road segmenta-
tion datasets and the road marking detection dataset.

5.1. Road Segmentation

Experiments are first conducted on road semantic segmentation using the BDD100K [21],
CamVid [22], SYNTHIA [23], and CeyMo [24] datasets.

5.1.1. Training Details

The training network follows the basic structure of Swin-Transformer [8]. A Swin-
Transformer with a four-layer structure, featuring ResNet50 [25] as the backbone network,
is employed. Each layer consists of a merging module for image patches and a sequence
of Swin-Transformer blocks. The specific number of Swin-Transformer blocks used per
layer is as follows: 1, 1, 3, and 2. Additionally, the hidden feature dimensions for each
layer are set as 48, 96, 192, and 384, respectively. The embed_dims is set to 48, and the
window_size is set to 7. Each Adapter net is composed of two consecutive convolution
layers with a kernel size of 1. The output channels in the convolution layers are set to 512,
256, and 256, respectively. The value of g is set to 4, representing the number of groups
within the Adapter net. All images in the datasets are resized to a resolution of 2048× 512,
and the same augmentation pipeline is applied, including random cropping and flipping.

The optimizer used is AdamW, with an initial learning rate of 0.00006, a weight_decay
of 0.01, and a linear learning rate adjustment during training. The training is performed
for 16,000 epochs, and the learning rate remains constant for the initial 1500 epochs. The
training is implemented on a single NVIDIA RTX 2080 (NVIDIA, Santa Clara, CA, USA) Ti,
with CUDA = 11.6, Python = 3.8, and PyTorch = 1.10.

5.1.2. Results on BDD100K

The model is validated on the Drivable Area Detection benchmark of the BDD100K [21]
dataset. The mIoU of Swin-APT on the BDD100K [21] dataset is reported, and a comparison
with previous works is presented in Table 1.

Table 1. Comparison results of mIoU on the BDD100K dataset. Numbers in bold represents the
best performance.

Methods mIoU (%)

MultiNet [18] 71.6
DLT-Net [19] 72.1

YOLOv8n(seg) https://github.com/ultralytics/ultralytics
(accessed on 12 February 2023) 78.1

PSPNet [26] 89.6
HybridNets [27] 90.5
A-YOLOM [28] 91.0

Swin-APT 91.2

https://github.com/ultralytics/ultralytics
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Swin-APT showcases a clear performance advantage over the other methods in this
comparison. Swin-APT stands out as the top-performing model with an impressive mIoU
of 91.2%. Swin-APT significantly outperforms the baseline methods like MultiNet and
DLT-Net, achieving mIoU scores of 71.6% and 72.1%, respectively. PSPNet and HybridNets
are specialized models for semantic segmentation, yet Swin-APT outperforms both. A-
YOLOM is a recent state-of-the-art model, but Swin-APT surpasses it with a higher mIoU
of 91.2% versus A-YOLOM’s 91.0%. This indicates that Swin-APT represents a significant
advancement in this task. In conclusion, Swin-APT distinguishes itself as a top-performing
model in road segmentation on the BDD100K dataset, consistently outperforming various
previous models and even recent advancements.

5.1.3. Results on CamVid

The model is validated on the CamVid benchmark. The mIoU of Swin-APT on the
CamVid [22] dataset is reported, and a comparison with previous works is presented in
Table 2.

Table 2. Comparison results of mIoU on the CamVid dataset. Numbers in bold represents the
best performance.

Methods mIoU (%)

DFANet A [29] 64.7
DenseDecoder [30] 70.9

VideoGCRF [31] 75.2
ETC-Mobile [32] 76.3

DeepLabV3Plus + SDCNetAug † [33] 81.7
Swin-APT 81.3

†: Additional training data for pre-training.

Table 2 gives the quantitative results of different methods. Except for the DeepLabV3Plus
+ SDCNetAug [33] method, Swin-APT shows significant advantages over other methods.
Notably, it competes effectively with specialized models like DFANet A, DenseDecoder,
VideoGCRF, and ETC-Mobile, surpassing all of them. For instance, it outperforms DFANet
A with a significant margin, which attains an mIoU of 64.7%. DeepLabV3Plus + SDCNe-
tAug achieves the highest mIoU of 81.7% in this comparison. However, it should be noted
that this method employs additional training data for pre-training, which may result in
a slight performance advantage. Swin-APT’s mIoU of 81.3% is just 0.4% lower, despite not
relying on additional data, demonstrating its competitiveness. Swin-APT’s performance on
the CamVid dataset reflects its versatility, as it can effectively tackle semantic segmentation
tasks without the need for specialized training data. This suggests its potential as a robust
model for various real-world applications.

5.1.4. Results on SYNTHIA

The performance of Swin-APT on synthetic data is validated using SYNTHIA [23],
and the accuracy of the proposed modules is verified through ablation experiments. The
mIoU results of Swin-APT on the SYNTHIA [23] dataset are compared in Table 3.

The quantitative results in Table 3 verify the effectiveness of the proposed modules.
Swin-L represents the Swin-Transformer backbone structure with only reduced network
size. Swin-L + apt represents the structure with the adapter network added at the highest
layer. Swin-L + InCM represents the structure with only the information metric comparison
module added for inter-frame consistency. Swin-L + MS apt represents the structure with
the multi-scale adapter network added.

Swin-APT consistently outperforms its variants in almost all individual classes, in-
cluding “Road”, “Building”, “Sky”, “Car”, “Vegetation”, “Pedestrian”, and “Cyclist”. The
improvements across these classes collectively contribute to the higher mIoU. Notable
performance improvement is observed as the base Swin-L configuration is progressed to
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Swin-APT. Swin-L denotes the Swin-Transformer backbone with reduced network size,
and as components such as the adapter network (apt), InCM, and MS apt are incorporated,
the mIoU is consistently increased. This indicates that segmentation accuracy is improved
by these modules. It is believed that the reason for this phenomenon is that inter-frame
consistency is disrupted in the SYNTHIA [23] synthetic dataset, and the information metric
comparison module for inter-frame consistency is only applicable to a small amount of
data, making it difficult to demonstrate its advantages. To investigate this issue, ablation
experiment results on the real CeyMo [24] dataset are provided to observe the effectiveness
of the modules.

Table 3. Comparison results of mIoU on the synthetic SYNTHIA dataset. Numbers in bold represents
the best performance.

Methods

Swin-L Swin-L + apt Swin-L + InCM Swin-L + MS apt Swin-APT

Road 94.02 96.55 96.42 97.07 97.79
Sidewalk 93.84 94.45 94.25 94.97 95.35
Building 94.58 94.98 95.84 95.92 96.19

Fence 62.52 64.32 65.84 66.94 67.31
Pole 67.18 67.99 69.56 69.43 70.57
Sky 94.37 94.93 95.68 95.47 96.10
Car 94.30 94.65 95.08 95.11 95.44

Vegetation 75.49 76.17 76.89 77.01 77.18
Sign 65.91 66.18 67.89 67.35 68.04

Pedestrian 74.22 75.02 76.93 77.15 77.98
Cyclist 58.15 60.41 61.07 62.18 62.83
mIoU 79.51 80.51 81.40 81.69 82.25

5.1.5. Results on CeyMo

The road object segmentation task experimental results of Swin-APT on the CeyMo [24]
dataset are presented. The mIoU and Acc of the lightweight network Swin-L and Swin-APT
for 11 object classes are reported in Tables 4 and 5, respectively, to verify the effectiveness
of the multi-scale adapter network and the information metric comparison module for
inter-frame consistency.

Table 4. Comparison results of IoU on the CeyMo dataset. Numbers in bold represents the
best performance.

Module Category

Apt InCM MS BL CL DM JB LA PC RA SA SL SLA SRA

8 8 8 74.84 52.76 79.36 44.42 10.83 79.64 37.81 58.32 71.28 55.86 21.75
4 4 8 75.72 53.49 80.18 45.26 12.91 81.76 39.04 58.61 73.34 56.12 24.51
4 4 4 76.51 53.91 80.66 45.51 14.04 82.36 40.85 59.23 74.91 56.37 25.42

Table 5. Comparison results of Acc on the CeyMo dataset. Numbers in bold represents the
best performance.

Module Category

apt InCM MS BL CL DM JB LA PC RA SA SL SLA SRA

8 8 8 85.83 64.82 87.06 44.83 14.72 84.11 46.96 73.93 83.22 73.03 26.59
8 4 8 87.08 66.44 88.83 45.81 16.80 84.96 48.27 74.82 84.67 73.47 28.35
4 4 4 87.98 67.57 89.65 46.03 17.30 85.91 48.56 75.64 85.87 74.23 29.92

Table 4 shows that the best IoU is mostly obtained by the complete Swin-APT. As
the configuration transitions from having no additional modules (denoted by 8 for absent
and 4 for present) to having all modules, consistent improvements in IoU across most
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categories are observed. Swin-APT consistently outperforms the other configurations in
almost all categories, including “BL”, “DM”, “JB”, “PC”, “RA”, “SL”, and “SLA”. This
demonstrates that the combination of the adapter network (Apt), Inter-frame Consistency
Module (InCM), and Multi-Scale Adapter (MS) contributes to improved segmentation
accuracy across various categories. For example, in the “RA” category, Swin-APT achieves
an IoU of 82.36%, which is notably higher than the configuration without these modules,
which has an IoU of 37.81%. Similar trends can be observed in other categories. The
exceptions are analyzed: for the Left Arrow (LA) class, the performance decreases after
the use of the multi-scale adapter, which is attributed to category ambiguity. Specifically,
significant consistency exists between the Straight-Left Arrow and Left Arrow categories,
which may affect the model’s learning of scale.

Similarly, Table 5 provides an ablation study comparing three different configurations,
varying the presence of different modules. Swin-APT exhibits a clear performance ad-
vantage over other configurations in terms of accuracy (Acc) on the CeyMo dataset. The
proposed combination of modules contributes to enhanced segmentation accuracy across
various categories, making Swin-APT a strong candidate for diverse segmentation tasks.

5.1.6. Visualization for Semantic Segmentation

The prediction results of Swin-APT on the BDD100K [21], CamVid [22], SYNTHIA [23],
and CeyMo [24] datasets are visualized to demonstrate the performance of the proposed
model structure and modules, as illustrated in Figure 4.

SYNTHIA

Swin-L

Swin-L

+MSapt

Swin-L

+InCM

Swin-APT

Camvid BDD100k CeyMo

Ground

Truth

Figure 4. Visualization of road segmentation.

The first row in Figure 4 shows the results of Swin-L, the second row shows the results
of adding the adapter network at the highest layer of Swin-L, the third row shows the
results of adding the information metric comparison module for inter-frame consistency at
the highest layer of Swin-L, the fourth row shows the results of adding the information
metric comparison module for inter-frame consistency, the fifth row shows the visualization
results of the complete Swin-APT structure, and the last row shows the ground truth labels.
Each column represents a dataset.
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5.2. Road Marking Detection

Experiments on road marking detection on the CeyMo [24] dataset are also conducted
to demonstrate the effectiveness in the detection task.

5.2.1. Training Details

Similar to road segmentation, the training network with the same architecture, except
for the task-specific detection head, is employed. During training, AdamW is used as the
optimizer with an initial learning rate of 0.0001 and weight_decay of 0.05. Additionally,
a linear learning rate scheduler is used. The training is conducted for a total of 24 epochs
on a single GPU 2080 Ti.

5.2.2. Results on CeyMo

To verify the robustness of the proposed model, the results of Swin-APT on the CeyMo [24]
dataset are presented. To ensure consistency with ref. [24], a comparison is made with SSD-
MobileNet-v1 [34,35], SSD-Inception-v2 [34,36], Mask-RCNN-Inception-v2 [36,37], and
Mask-RCNN-ResNet50 [25,37]. The F1-Score and Macro F1-Score for each category are
reported in Table 6.

Table 6. Comparison results of Macro F1-Score on the CeyMo dataset. Numbers in bold represents
the best performance.

Category
Methods

SSD SSD Mask-RCNN Mask-RCNN Swin
MobileNet-v1 Inception-v2 Inception-v2 ResNet50 APT

Bus Line 98.00 100.00 93.33 91.26 97.46
Cycle Line 95.00 89.47 87.18 92.31 95.84
Diamond 87.82 88.58 92.05 91.05 93.90

Junction Box 82.50 90.70 92.13 96.63 95.05
Left Arrow 66.67 73.97 59.70 74.36 76.56

Pedestrian Crossing 94.95 95.44 96.72 96.86 95.97
Right Arrow 75.64 81.93 84.75 90.40 91.31

Straight Arrow 73.51 77.39 86.00 88.33 90.39
Slow 88.46 90.20 92.59 94.34 94.67

Straight-Left Arrow 65.22 65.93 84.55 89.47 90.32
Straight-Right Arrow 62.50 58.06 74.29 66.67 70.49

Macro F1-Score 80.93 82.88 85.75 88.33 90.18

Table 6 provides a comparison of the Macro F1-Score results for various methods,
including SSD MobileNet-v1, SSD Inception-v2, Mask-RCNN Inception-v2, Mask-RCNN
ResNet50, and Swin-APT. Swin-APT achieves the highest Macro F1-Score of 90.18%, out-
performing the other methods. Swin-APT demonstrates superiority over various other
architectures, including SSD MobileNet-v1, SSD Inception-v2, Mask-RCNN Inception-v2,
and Mask-RCNN ResNet50, in most of the evaluated categories. Notably, Swin-APT excels
in categories such as “Cycle Line”, “Diamond”, “Junction Box”, “Left Arrow”, “Right
Arrow”, “Straight Arrow”, “Slow”, “Straight-Left Arrow”, and “Straight-Right Arrow”.
Swin-APT consistently achieves high F1-Scores across a range of object categories, contribut-
ing to its excellent Macro F1-Score. This suggests that Swin-APT is effective in accurately
detecting and classifying objects across diverse classes. The Macro F1-Score for Swin-
APT (90.18%) is the highest among all methods in the comparison, indicating its overall
superiority in terms of object detection accuracy.

Similarly, the AP and overall mAP metrics of the lightweight Swin-L and Swin-APT
for 11 object categories on the CeyMo [24] dataset are presented in Table 7, to verify the
effectiveness of the multi-scale adapter network and the information metric comparison
module for inter-frame consistency. Table 7 illustrates that Swin-APT exhibits a clear
performance advantage over other configurations in terms of mAP on the CeyMo dataset.
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The proposed combination of modules plays a pivotal role in improving road marking
detection accuracy across different categories.

Table 7. Comparison results of mAP on the CeyMo dataset. Numbers in bold represents the
best performance.

Module Category
apt InCM MS BL CL DM JB LA PC RA SA SL SLA SRA mAP

8 8 8 90.7 78.6 87.4 83.7 69.9 85.6 68.2 86.8 67.9 89.1 62.7 79.1
4 4 8 91.8 81.1 89.5 85.8 71.3 87.9 69.8 87.5 69.3 90.0 64.9 80.8
4 4 4 92.4 81.8 90.7 86.1 71.6 88.4 70.5 88.1 70.9 90.4 65.6 81.5

5.2.3. Visualization for Road Marking Detection

The prediction results of Swin-APT on the CeyMo [24] dataset are visualized to
intuitively demonstrate the performance of the proposed model structure and modules, as
shown in Figure 5.

Swin-L+MSapt Swin-L+InCM Swin-APTSwin-L

Figure 5. Visualization of road marking detection.

Some examples from the CeyMo [24] dataset are shown in Figure 5. The results of
Swin-L are visualized in the first column, the results of adding the adapter network to
the highest layer of Swin-L are visualized in the second column, the results of adding the
information metric comparison module for inter-frame consistency to the highest layer of
Swin-L are visualized in the third column, the results of adding the information metric
comparison module for inter-frame consistency are shown in the fourth column, and the
visualization results of the complete structure Swin-APT are shown in the fifth row. Each
row corresponds to one sample.

6. Conclusions

This work focuses on deep learning-based semantic segmentation and object detection
for intelligent transportation systems. Swin-APT, a lightweight network and an adapter
network suitable for image semantic segmentation and object detection tasks is designed.
Additionally, a module based on inter-frame consistency of images is proposed, which
allows the full utilization of the consistency of adjacent frame information to extract more
accurate road information from images. The adapter network is applied to the multi-scale
feature space, which can effectively identify scene targets of different scales. The proposed
method is verified on four datasets: BDD100K, CamVid, SYNTHIA, and CeyMo, and
outperforms the baseline by 13.1%. Furthermore, the experimental results on the road
marking detection benchmark show an improvement of 1.85% of mAcc.
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