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Abstract: Glass products are important evidence of early East–West cultural exchanges. Ancient
glass in China mostly consisted of lead glass, and potassium glass is widely believed to be imported
abroad. In order to figure out the origin of glass artefacts, it is crucial to define the type of glass
products accurately. In contemporary research on the chemical composition of ancient glass products,
potassium glass is separated from lead glass primarily by the weight ratio of oxides or the proportion
of lead-containing compounds. This approach can be excessively subjective and prone to mistakes
while calculating the mass fraction of compounds containing potassium. So, it is better to find
out the link between the proportion of glass’s chemical composition and its classifications during
the weathering process of the glass products, to develop an effective classification model using
machine learning techniques. In this research, we suggest employing the slime mould approach
to optimise the parameters of a support vector machine and examine a 69-group glass chemical
composition dataset. In addition, the results of the proposed algorithm are compared to those of
commonly used classification models: decision trees (DT), random forests (RF), support vector
machines (SVM), and support vector machines optimised by genetic algorithms (GA-SVM). The
results of this research indicated that the support vector machine method with the sticky slime mould
algorithm strategy is the most effective. On the training set, 100% accuracy was attained, while on
the test set, 97.50% accuracy was attained in this research. The research results demonstrate that
the support vector machine algorithm combining the slime mould algorithm strategy is capable of
providing a trustworthy classification reference for future glass artefacts.

Keywords: ancient glass classification; SMOTE; ENN; slime mould algorithm; SVM

1. Introduction

Glass is a special type of silicate product. The development, manufacturing, distribu-
tion, and use of glass have been crucial to the study of the history of human civilisation,
particularly the history of early civilisations. The first manufacturing of ancient glass in
China developed from the creation of porcelain glazes from primitive porcelain. The deter-
mination and analysis of the chemical composition of the elements are vital for the study of
ancient glass artefacts and may provide much information about the beginnings of glass,
the types of raw materials and sources, the history of fire techniques, and the dissemination
of products. The classification of glass artefacts can reveal potential trade relations and
cultural exchanges between different regions in ancient times. Future researchers can
delve deeper and more accurately infer and complete ancient trade networks and cultural
exchange patterns based on the classification results.

In 1798, the German scientist M.H. Klaproth conducted the first quantitative chemical
study of three Roman-era glass mosaics. The chemical analysis of Chinese glass artefacts
dates back to 2003 when a group led by academician Fuxi Gan analysed the chemical
composition of a group of ancient Chinese glasses using proton-excited X-ray fluorescence
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techniques. Fuxi Gan’s objective was to investigate the old glass composition system, the
age of manufacturing, the preparation method, and the genesis of the technology.

With the increasing research on ancient silicate artefacts, many scholars began to try
to classify ancient artefacts according to their chemical composition. In 1992, Lee Chul, a
Korean scientist, analysed the chemical composition of 94 ancient Korean glass fragments
using principal component analysis and other methods and attempted to classify them [1].
In 2002, Yoon Yeol Yoon conducted an elemental analysis using INAA and XRF methods.
In the elemental analysis, some rare earth elements with different regional characteristics
were used to classify ancient Korean ceramics [2]. In 2011, K. Baert et al. highlighted the
great potential of Raman spectroscopy as a rapid screening method for a large number of
ancient glass samples [3]. In 2019, Nadine Schibille et al. developed a temporal model as a
tool for the dating of archaeological glass assemblages, as well as a geographical model that
allows for the unambiguous classification of phyllo-grey glasses from the Levant region
and Egypt [4]. However, to date, there has been very little discussion of studies that have
used machine learning to classify ancient glassworks.

In recent years, when studying the chemical composition of ancient glass products,
the classification of glass is still mostly judged by the weight ratio of oxides or by analysing
the mass fraction of lead- and potassium-containing compounds when researching the
chemical composition of ancient glass items [5–8]. However, due to the glass production
area and weathering degree, the proportion of lead-containing and potassium-containing
compounds are different, which will interfere with the classification of glass. Therefore,
a new method should be proposed to more accurately classify glass artefacts in terms
of the proportion of their chemical composition. Common directions for improvement
are to propose a new architecture [9,10], a new algorithm [11], or to combine multiple
existing approaches.

Machine learning models, such as decision tree models (DT) [12,13], random forest
models (RF) [14], K-nearest neighbour algorithm models (KNN) [15,16], artificial neural
network models (ANN) [17–20], and support vector machine models (SVM) [21], have been
proposed and widely used in classification research as a result of the continuous devel-
opment of machine learning techniques [22,23]. Traditional machine learning approaches
have significant drawbacks in addressing real-world issues, including not always meeting
scientific standards [24], unsupervised training of input data, and poor prediction accu-
racy. It is required to combine classic machine learning methods with more sophisticated
approaches to increase the accuracy of glass classification, such as heuristic algorithms and
large data analysis. This combines the slime mould method from the heuristic algorithm
with support vector machines from the optimisation theory. The parameters of the support
vector machine are optimised and used for the categorisation of ancient glass artefacts using
the slime mould approach (Figure 1). Using an examination of the dataset supplied for the
2022 China Undergraduate Mathematical Contest in Modeling, this study demonstrates
the correctness of the suggested approach.

The primary contributions of this study include the following:

1. An excellent classification model for glass artefact kinds has been identified;
2. We incorporate the slime mould algorithm strategy into a support vector machine

model and provide a parameter-optimisation strategy for support vector machines;
3. We compare the multiple categorisation models, and the experimental findings demon-

strate the superiority of the algorithmic approach provided in this study;
4. The model is applicable to additional glass artefact samples.

This article contains five parts: The processing of the data utilised in this study is
discussed in the second section. In the third section, the algorithmic model suggested in
this paper is described in depth. In the fourth section, experimental data and model per-
formance comparisons are presented. Part five concludes with conclusions and suggested
future studies.
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2. Materials and Methods
2.1. Datasets

This study’s dataset is comprised of data from the 2022 China Undergraduate Math-
ematical Contest in Modeling. The data collection includes 69 data sets regarding the
chemical composition of glass artefacts. Each data set includes the artefact number, the
artefact type, and percentage statistics for 14 oxide components. Due to a large number of
features and the large order-of-magnitude differences between the data, missing data, and
errors, it is necessary to pre-process the information contained in the 69 sets of glass artefact
data to ensure the credibility and interpretability of the data and to prevent incorrect data
from affecting the processing results. There are 20 sets of potassium glass data points and
49 lead glass data points in the dataset.

2.2. Data Processing
2.2.1. Elimination of Invalid Data and Quantitative Processing

The results with a total component sum between 85 and 105% were deemed legitimate,
taking into consideration the possible impact of the measurement environment and the
minimum measurement limitations of the measuring equipment. After summing the
percentages of each data set’s components, the incorrect data “glass 15, glass 17” was
identified and eliminated from the form. For a portion of the data set’s data gaps, the
researchers treated the gaps as undiscovered data. Thus, all empty spaces were filled
with zeros.

The kinds of glass in this study are represented by binary numbers [0, 1] to facilitate
analysis. The “0” distribution corresponds to potassium glass, whereas the “1” distribution
corresponds to lead glass.

2.2.2. Data Balancing

During the analysis of the data, this study found that the proportion of positive and
negative samples in the dataset differed significantly. This unbalanced data distribution
is a key issue for machine learning as the classifier will be biased towards the majority
class, resulting in an increased misclassification rate for the minority class. Therefore, it is
necessary to equalise the data before machine learning can be performed [25].

There are three main solutions to the problem of unbalanced data distribution: over-
sampling, undersampling and mixed sampling. Oversampling achieves sample balance
by increasing the number of samples from a few classes in the classification [26], while
undersampling equalises the samples from two classes in the data by reducing the number
of samples from most classes [27]. Mixed sampling is a combination of oversampling and
undersampling [28].
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In this article, we use a combination of the two methods of SMOTE and ENN to
equalise the data. First, a small number of classes of samples are oversampled using the
SMOTE algorithm [29,30], and then the data are undersampled using the ENN method.
In this way, we are able to obtain a balanced set of samples, which in turn improves the
performance of the classifier. After processing by the SMOTE+ENN algorithm, a total of
98 sets of data were obtained in this study, including 49 sets each for potassium glass and
lead glass. Figure 2 shows the scatter plot before and after SMOTE+ENN processing.
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2.2.3. Component Data

Component data refers to any non-negative n-vector x = [x1, xz, ., xn] and satisfies

the constraint
n
∑

i=1
xi = 1, 0 ≤ xi ≤ 1, which becomes a definite sum constraint and is the

fundamental property of component data. It is clear from the context of this study that
the data in the dataset are the composition percentages of each oxide in the glass artefact.
Therefore all data in the dataset are compositional data. In order to better analyse the
statistical laws of the data, this study has converted the valid data, and the conversion
formula is shown in Equation (1), and the cumulative sum of the chemical composition of
each group of data after conversion is 100%.

Ci =
Ci

n
∑

j=1
Cj

(i = 1, 2, . . . , n) (1)

2.2.4. Centred Log-Ratio Transformation

The vector space in which the n-component data resides becomes a monomorphic
space, and because monomorphic spaces are subject to fixed sum constraints, traditional
statistical analysis methods for ordinary data are no longer applicable to component data. A
review of the literature shows that analysis of monomorphic spaces often has the following
three problems [31]:

1. The intuitive form of the data differs between monomorphic and euclidean space and
cannot be interpreted across space;
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2. The covariance matrices of the component data calculated on the monomorphic space
are significantly biased negative, with very different connotations from those on the
Euclidean space;

3. The lack of parametric distribution of the component data on the monomorphic space
makes it difficult to model the variational patterns of the data for analysis.

Based on the problems mentioned above, this study performs a centred log-ratio
transformation (clr) on the data, which can more fully reflect the characteristics of the
components after the central logarithmic ratio transformation and make the component
data more interpretable. clr is calculated by the formula shown in Equations (2) and (3),

clr(x) = [ln
x1

g(x)
, . . . , ln

XD
g(x)

] (2)

g(x) = n
√

x1 · . . . · xD (3)

2.3. Methodology

As an essential part of artificial intelligence, computer science, and other fields, ma-
chine learning focuses on simulating human learning via the use of data, algorithms, and
other techniques and steadily improving learning accuracy [32–34]. Machine learning is the
process of acquiring knowledge through simulating data in order to predict or categorise
new data. Currently, machine learning is widely used in pattern recognition issues such as
image recognition [35–37], animal behaviour research [38] and classification.

According to the training approach, machine learning may be roughly divided into
three categories: supervised learning, unsupervised learning, and reinforcement learn-
ing. Supervised learning is the application of supervised learning techniques when the
target variables in the dataset are already known [39]. Unsupervised learning employs
unsupervised learning methods when the initial dataset’s goal variables are unknown. Rein-
forcement learning is utilised to increase a model’s performance through repeated training.

It is possible to use supervised learning algorithms for regression analysis, classifi-
cation research, and other domains. Support vector machines are a prevalent supervised
learning method that may efficiently tackle binary classification issues. This study employs
supervised machine learning to categorise the target variable, which is the kind of glass
artefact. Because the target variable is binary and already known, supervised machine
learning is used to classify the target variable.

2.4. Support Vector Machines

Support vector machines (SVMs) were introduced in 1964 and have developed rapidly
since the 1990s with a series of improved and extended algorithms. The SVM learning
approach is an advanced learning approach, the basic idea of which is the correct parti-
tioning of the training dataset by mapping the boundary lines between classes and the
categorisation that guarantees the maximum distance between the mapped boundary
line classes, i.e., the separation of hyperplanes of separation, i.e., w · x + b = 0 (Figure 3).
SVM boundary lines are sometimes linear, sometimes using various kernel functions to
predict more features, and for linearly divisible datasets, the hyperplanes have infinite
numbers (i.e., perceptrons), but the longest geometrically spaced separated hyperplane is
the only one.

SVM is widely used in pattern recognition problems, such as image recognition [40,41]
and classification [42,43]. However, there are some drawbacks, such as the sensitive se-
lection of parameters and kernel functions. It has been shown that the exact accuracy of
model classification has been improved after genetic algorithms (GA) [44] and other algo-
rithms have been introduced into SVM model optimisation. However, such optimisation
algorithms suffer from the disadvantages of local optimality and difficulty in obtaining
optimal parameters.
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2.5. Slime Mould Algorithm

The slime mould algorithm (SMA) was proposed by Professors Li and Mirjalili in
2020 [45]. The algorithm simulates the behaviour of slime mould during the search for food,
including movement, feeding, etc. During the optimisation process, the algorithm simulates
the behaviour of a population of slime mould in the search for the optimal solution,
changing the population distribution in the search space by simulating the reproduction
and movement of slime mould and finally finding the optimal global solution. The slime
mould algorithm has the advantages of fast convergence and strong global search capability
and is well suited to complex optimisation problems, such as multi-dimensional, non-linear,
and high-dimensional. Figure 4 illustrates the process of evaluating the fitness of slime
mould in the foraging process. We can construct a model to describe the activity process of
slime mould by the following mathematical formula.

X(t + 1) =


→

Xi(t) +
→
mi · (

→
W ·

→
XA(t)−

→
XB(t), r < p

→
me ·

→
X(t), r ≥ p

(4)

The approximate relationship between slime mould and food was modelled using a
function with the following equation for positional updating.

w =


rand · (U − L) + L, rand < z
→

Xi(t) +
→
mi · (W ·

→
XA(t)−

→
XB(t)), r < p

→
me ·

→
X(t), r ≥ p

(5)

p = tanh|j(i)− DE| (6)

In the equation, L and U are the upper and lower bounds of the search range, respec-
tively, the parameters of mi take values in the range [−k, k], me linearly decreases from 1
to 0, t is the current iteration, Xr is the information of the location where the food odour
concentration is found to be at the highest at the current r, X is the information of the
current location of the slime mould, XA and XB are the randomly selected locations of the
slime at A and B, W is the weight of the slime mould, j(i) is the fitness of X, and DE is the
best fitness of all the best adaptation in all iterations.

The function expression for parameter k is

k = arctan h(− 1
maxT

+ 1) (7)
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where maxT is the maximum number of iterations. The expression for the mucilage weight
W is:

W(S) =

{
1 + r. log( u−j(i)

u−v + 1), condition
1− r. log( u−j(i)

u−v + 1), others
(8)

S = sort(j) (9)

sort in Equation (9) represents the function that sorts the j(i) sequence, r is the random
value in the [0, 1] interval, u is the best fitness obtained in the current iteration, v represents
the worst fitness obtained in the current iteration, and S is the sequence of fitnesses.
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2.6. Support Vector Machines Incorporating Slime Mould Algorithm Strategies

In recent years, the slime mould algorithm (SMA) has been successfully applied in
a variety of fields as a novel optimisation algorithm [46,47]. In this study, we use the
SMA to optimise the parameters of the SVM model. Before training the SVM model, the
desirable range is determined by initialising the penalty factor C and the radial basis
function parameter γ by using Equation (4). The solution is obtained as the optimal
position obtained by the SMA. The optimal position is defined by the penalty factor C in the
horizontal coordinate and the radial basis function parameter γ in the vertical coordinate.
The resulting optimisation parameters C and γ are substituted into the support vector
machine model for training.

2.7. Model Training

In machine learning, it is crucial to divide the dataset into a training set and a test
set. The training set is used to train the model, while the test set is used to evaluate the
performance of the model. The training set contains the data that the model needs to learn,
while the test set contains data that the model has not seen before. This division helps to
accurately assess the model’s ability to generalise to new data. In this study, 60% of the
dataset was used for training, and 40% was used for testing.

In order to prevent overfitting and underfitting, it is important to pay attention to the
performance of the model on both the training and test sets. Overfitting and underfitting are
common problems in machine learning, where overfitting means that the model performs
well on the training set but poorly on the test set. This is because the model is over-
specialised in the training set, resulting in poor performance on new data. Underfitting,
on the other hand, means that the model performs poorly on both the training and test
sets. This is because the model has not learned enough features or does not have enough
complexity to describe the data.
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3. Results
3.1. Experimental Environment

The hardware environment used for the experiments in this paper: CPU: AMD Ryzen™
7 4800H and 16 GB RAM, running on 64-bit Windows 11 operating system.

The experimental software environment Matlab 2022a was used for writing SVM for
genetic algorithm optimisation and SVM for slime mould algorithm optimisation programs;
SPSSPRO was used for SMOTE-ENN processing of the data and the construction of DT, RF,
and SVM models. R was used for centred log-ratio transformation.

3.2. Experimental Results
3.2.1. Evaluation Indicators

This study used common evaluation metrics in classification tasks, such as training
set accuracy, test set accuracy, precision, recall, and F1 score, to judge the model. Because
the problem addressed in this study is a binary classification problem, a confusion matrix
consisting of a four-unit window can be made. Figure 5 shows the confusion matrix for
this study.
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The accuracy is the proportion of correctly classified samples to the total number
of samples combined with the confusion matrix, and the equation is calculated as in
Equation (10).

Accuracy =
TP + TN

TP + TN + FP + FN
(10)

Accuracy is the simplest and most intuitive metric to evaluate in classification prob-
lems, but it has obvious drawbacks. When experimenting, it is important to note that when
the proportion of samples from different categories is very uneven, the category with the
largest proportion tends to be the most significant factor affecting accuracy.

Precision refers to the proportion of the samples predicted to be positive by the model
that is also actually positive as a proportion of those predicted to be positive. The calculation
formula is Equation (11).

Precision =
TP

TP + FP
(11)

Precision provides a visual indication of the classifier’s ability to not mark negative
samples as positive.
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Recall refers to the proportion of samples that are actually positive that are predicted to
be positive out of those that are actually positive. The calculation formula is Equation (12).

Recall =
TP

TP + FN
(12)

Recall visually illustrates the ability of the classifier to find all positive samples.
The F1 score is the summed average of Precision and Recall [48], calculated as

F1 =
2 ∗ Precision ∗ Recall

Precision + Recall
(13)

The F1 score can be interpreted as the weighted average of Precision and Recall. The
F1 score is a combination of Precision and Recall. The higher the F1 score, the more robust
the model is.

3.2.2. Results of the Optimisation Algorithm

In this study, we conducted an experimental study of two heuristic optimisation
algorithms. To ensure the fairness of the experiments, we uniformly set the number of
populations to 5 and set the range of values for the penalty factor C and the radial basis
kernel function parameter γ to [0.01,100].

In the GA algorithm and SMA algorithm, fitness is an indicator to evaluate the
strengths and weaknesses of an individual. During the iteration of the algorithm, the
fitness value of an individual changes when the population evolves, resulting in a fitness
curve. The fitness value is calculated as Equation (14).

Fitness value = (100-fitness)/100 (14)

The experimental results show that there is a significant difference in the fitness of
the two algorithms. Figure 6 shows the fitness curves of the two algorithms during the
experiments, and it can be found that the SMA algorithm has a faster adaptation speed
than the GA algorithm.
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Combining the running times of the algorithms in Table 1, we can find that the SMA
algorithm has a clear advantage in terms of computation time. Combining the results
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derived above, we can surmise that the SMA algorithm is a better choice while considering
the computational efficiency.

Table 1. Algorithm runtime.

Algorithms Time

GA 0.28353 s
0.15394 sSMA

3.2.3. Comparison of Classification Models

In this study, we compared multiple classification models. In order to represent the
effectiveness of each model as much as possible, we did not use any pre-trained models
but trained each model from scratch. We selected a variety of commonly used classification
algorithms and used normalised parameter settings in our experiments to ensure fairness.
We chose the parameters of the traditional machine learning algorithm considering the
number of features of the data and the fact that the occurrence of overfitting should be
avoided. The ggap in the GA algorithm indicates the survival ratio of the next generation
and usually takes a value from 0.6 to 0.9. In this paper, the best experimental result is 0.7,
which is chosen as the value of ggap. The selected parameters are shown in Table 2. The
detailed results are shown in Table 3.

Table 2. Selected parameters of each algorithm.

Algorithms Parameters

DT

Node splitting evaluation criteria = gini
Feature division point selection criteria = random
Minimum samples for internal node splitting = 2

Minimum samples in leaf nodes = 1
Maximum leaf nodes = 2

Maximum depth of the tree = 14

RF

Node split evaluation criterion = gini
Number of decision trees = 5

Minimum samples in leaf nodes = 1
Maximum depth of the tree = 14

Maximum leaf nodes = 2

SVM
kernel = ‘rbf’

C = 20
γ = 2.00

GA
ga_option.maxgen = 50
ga_option.sizepop = 5
ga_option.ggap = 0.7

SMA pop = 5
dim = 2

Table 3. Results of model experiments.

Algorithms TrainAcc TestAcc Precision Recall F1 Score

DT 0.793 0.800 0.816 0.793 0.788
RF 0.948 0.850 0.868 0.864 0.864

SVM 0.810 0.900 0.859 0.810 0.799
GA-SVM 1.000 0.925 0.928 0.931 0.930

SMA-SVM 1.000 0.975 0.974 0.977 0.975
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4. Discussion

In this study, we parameterised the support vector machine using two heuristic
optimisation algorithms and compared the results with classical machine learning models.
The analysis of Table 1 shows that the SMA algorithm runs faster than the GA algorithm
by 0.12959 s, which is a significant improvement of 45.7% in running time. According
to the adaptation curve in Figure 6, we can deduce that the SMA algorithm has a faster
number of iterations compared to the GA algorithm, which also verifies the improvement
of algorithm speed from the side. The analysis of Table 3 reveals that the support vector
machines optimised heuristically outperform the classical machine learning models in all
metrics. Among them, the effect of the support vector machine optimised by GA and SMA
is more than that of the classical support vector machine. After optimisation by the slime
mould algorithm strategy, the test set accuracy is 5.0% higher than GA-SVM, the precision
is 4.6% higher than GA-SVM, the recall is 4.6% higher than GA-SVM, and the F1 score is
4.5% higher than GA-SVM.

Taking into account the number of iterations of the algorithm, the running time and
the excellence of the evaluation metrics, this study concludes that the model proposed in
the paper is more suitable for this study and has the capability to carry out the work of
identifying glass artefact types in the archaeological process. These results also show that
the heuristic optimisation algorithm is an effective model optimisation method to improve
the classification performance of support vector machines.

5. Conclusions

In this study, the slime mould algorithm is incorporated into the support vector
machine model to improve the accuracy of the model and the efficiency of the system.
The parameters of the support vector machine are optimally selected by the slime mould
algorithm without changing the structure of the original algorithm. When training the
model, indicators such as training set accuracy, test set accuracy, precision, recall, and F1
score are used to evaluate the model’s merit.

The experiments show that the model proposed in this paper performs well on the
dataset and has a substantial improvement over all other classification models. In addition,
the analysis of the running time and the number of iterations can be obtained that the SMA
algorithm is fast and time-consuming in finding parameters, which helps to improve the
system efficiency and save the running cost. In summary, this study concluded that the
support vector machine model incorporating the slime mould algorithm strategy is a better
choice for the classification of glass artefacts and gives more accurate classification results
than before. The algorithm proposed in this study will be useful in revealing the potential
trade relations and cultural exchanges between different regions in ancient times. Future
researchers can adopt the algorithm proposed in this paper to classify ancient glass, which
will be helpful in deeply exploring and inferring a more accurate and complete ancient
trade network and cultural exchange pattern.

The dataset used in this study is based on the proportions of the chemical composition
obtained from sampling points on the surface of the artefacts. It is clear that the main
chemical composition of ancient glass artefacts from around the world is similar [49,50].
Therefore, the results obtained within the scope of this study can also be applied to glass
artefacts excavated around the world for classification purposes. However, when applied
to glass objects with significantly different compositional ratios, the results should be
validated using a different methodology.

Future research directions for this study can be summarised as follows:

1. The model will determine the classification of the newly excavated glass;
2. The model can be compared with deep learning methods. It is limited by the small

amount of data, and deep learning methods have not been utilised in this study;
3. In conjunction with the location of the research samples and the distribution patterns

of the material content of the local soils, the trade relationships between the ancient
regions are determined.
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