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Abstract: Background: Obesity, which causes physical and mental problems, is a global health problem
with serious consequences. The prevalence of obesity is increasing steadily, and therefore, new research
is needed that examines the influencing factors of obesity and how to predict the occurrence of the
condition according to these factors. This study aimed to predict the level of obesity based on physical
activity and eating habits using the trained neural network model. Methods: The chi-square, F-Classify,
and mutual information classification algorithms were used to identify the most critical factors associated
with obesity. The models’ performances were compared using a trained neural network with different
feature sets. The hyperparameters of the models were optimized using Bayesian optimization techniques,
which are faster and more effective than traditional techniques. Results: The results predicted the level
of obesity with average accuracies of 93.06%, 89.04%, 90.32%, and 86.52% for all features using the neural
network and for the features selected by the chi-square, F-Classify, and mutual information classification
algorithms. The results showed that physical activity, alcohol consumption, use of technological devices,
frequent consumption of high-calorie meals, and frequency of vegetable consumption were the most
important factors affecting obesity. Conclusions: The F-Classify score algorithm identified the most
essential features for obesity level estimation. Furthermore, physical activity and eating habits were the
most critical factors for obesity prediction.

Keywords: obesity; physical activity; eating habits; machine learning; neural network; Bayesian optimization

1. Introduction

Obesity is a multifactorial disease that leads to uncontrolled weight gain due to low
energy expenditure and high-calorie intake, resulting in abnormal or excessive fat accumu-
lation that can harm health [1,2]. According to the World Health Organization (WHO), in
2016, 39% of adults aged 18 years and older were overweight, and 13% were obese. These
records are only increasing yearly; since 1975, the number of people with obesity has tripled
worldwide [3]. The anticipated monetary cost of obesity, which represents 5–14% of health
spending from 2020 to 2050, is beyond dispute [4].

According to Colditz [5], the direct costs of inactivity and obesity account for about
9.4% of national healthcare expenditures in the United States. In comparison, in the case
of Colombia, it is estimated to be USD 2158 million [6]. Additionally, the cost accounts
for 1.52% of the expenditure of Peru’s gross domestic product, and 1.83% in the case of
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Mexico [7]. Although these estimates of obesity-related spending may not be entirely
correct [8], such high spending underscores the importance of obesity screening.

Research in the literature suggests that the risk of obesity depends not only on individual
factors, but also on demographic characteristics, community infrastructure, socioeconomic
conditions, and environmental and other community-specific factors [9–12]. In lower socioe-
conomic status groups in some countries, obesity rates have increased by a factor of three
or more due to urbanization, dietary and food supply changes, and a decline in physical
activity [13,14]. Due to the elevated mortality rate from non-communicable diseases such as
type 2 diabetes, atherosclerotic cardiovascular diseases, and some types of cancer, obesity
can result in a life expectancy reduction of up to 20 years [15–18]. Considering that obesity
is preventable [19] and the significant risk of comorbidities and complications that it brings,
early detection of obesity is vital, as it can cause diseases such as cardiovascular problems [20],
diabetes [21], and asthma [22]. To this end, it is known that obesity has a multifactorial
origin [23] and is influenced by variables such as socioeconomic status [24], occupation [25],
and habits such as smoking [26] or the amount of physical activity performed [27].

Physical activity and eating habits are considered two main variables in preventing
obesity [28]. The root cause of overweight and obesity is an energy imbalance between
calories consumed and expended [29]. A typical technique for losing weight is to create
a negative energy balance by reducing energy intake, increasing energy expenditure, or
both [30]. People put on unhealthy amounts of weight by consuming foods and beverages
that contain more energy than they need for their daily activities. Under these circumstances,
the body converts the excess energy into fat for later use, thus reaching a state of obesity.
Therefore, obesity depends mainly on a healthy diet and regular physical activity [8].

Early detection can result in rapid obesity prevention, and numerous strategies have been
researched and evaluated to identify obesity trends. Current approaches to estimating obesity
levels include machine learning (ML)-based classification analysis and risk factor (threshold)-
based categorizations based on specific criteria. ML-based feature selection approaches and
prediction models can identify links between risk factors for obesity. ML techniques can
combine data from large patient groups to provide personalized predictions. For obesity, these
techniques can be used to develop risk categories and da-ta-based guidance at the policy level.
More specifically, ML can offer a patient-specific treatment method by clarifying the unique
characteristics of each patient. In addition, individual evaluation of alternative treatments’
efficacy and possible side effects may guide treatment selection and patient follow-up. Predicting
the risk of future obesity can provide relevant data and information on many individual variables
using ML-based methods. Feature selection approaches are useful for better understanding the
prediction results of ML models. With the contribution of these approaches, fewer important
risk factors for diseases such as obesity are determined. Therefore, the information obtained
from the results of a methodology combining feature selection and ML can be used in the
diagnosis, treatment, and follow-up processes of patients [31,32].

From this point of view, the primary aim of this study is to develop a trained neural
network-based ML model for the prediction of obesity levels based on some sociodemo-
graphic information, physical activity status, and different dietary habits. The secondary
aim of the study is to examine the effects of different feature selection methods on the
performance of obesity level estimation with the trained neural network model, as well as
the most important risk factors for obesity.

2. Materials and Methods
2.1. Relevant Dataset

The current research was designed with an observational scheme. This study was ap-
proved by Inonu University Health Sciences Non-Interventional Clinical Research Ethics
Committee (approval number: 2022/4190). This investigation included data for the es-
timation of obesity levels, including the eating habits and physical activity statuses of
498 participants between the ages of 14 and 61 from Barranquilla, Colombia; Lima, Peru; and
the City of Mexico, Mexico [33]. The information and descriptive statistics for the dataset
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are given in Table 1. A survey was administered using a web-based platform in which
anonymous individuals answered each question, and 17 featured datasets were obtained (see
Table 1). The features related to eating habits were: frequent consumption of high-caloric
food (FAVC), frequency of consumption of vegetables (FCVC), number of main meals (NCP),
consumption of food between meals (CAEC), consumption of water daily (CH20), and con-
sumption of alcohol (CALC). The features related to the physical condition were: calorie
consumption monitoring (SCC), physical activity frequency (FAF), time using technological
devices (TUE), and transportation used (MTRANS). The other variables we obtained were:
gender, age, height, and weight. Finally, after all calculations to determine each individual’s
body mass index (BMI) were completed, obesity levels were categorized by WHO data:
underweight = less than 18.5; normal = 18.5 to 24.9; overweight = 25.0 to 29.9; obesity I = 30.0
to 34.9; obesity II = 35.0 to 39.9; obesity III = higher than 40.

Table 1. Description and values of the features in the dataset related to the obesity level.

Symbol Feature Possible Value/Category Descriptive Statistics

Gender Gender
Female 227 (45.58)
Male 271 (54.42)

Age Age Numeric value 23.15 ± 6.72

Height Height Numeric value in meters 1.69 ± 0.1

Weight Weight Numeric value in kilograms 69.57 ± 17.01

History Family history of overweight Yes 198 (39.76)
No 300 (60.24)

FAVC Eat high-caloric food frequently Yes 150 (30.12)
No 348 (69.88)

FCVC Vegetables consumption frequency
Never 32 (6.43)
Sometimes 272 (54.62)
Always 194 (38.96)

NCP Number of main meals daily
Between 1 and 2 108 (21.69)
Three 344 (69.08)
More than three 46 (9.24)

CAEC Consumption of food between meals

No 53 (10.64)
Sometimes 136 (27.31)
Frequently 289 (58.03)
Always 20 (4.02)

Smoke Smoking Yes 466 (93.57)
No 32 (6.43)

CH2O Liquid intake daily
Less than a liter 135 (27.11)
Between 1 and 2 L 266 (53.41)
More than 2 L 97 (19.48)

SCC Calorie consumption monitoring Yes 443 (88.96)
No 55 (11.04)

FAF Physical activity

I do not have 162 (32.53)
1 or 2 days 158 (31.73)
2 or 4 days 113 (22.69)
4 or 5 days 65 (13.05)

TUE Time using technological devices
0–2 h 243 (48.80)
3–5 h 181 (36.35)
More than 5 h 74 (14.86)

CALC Alcohol consumption

No 1 (0.20)
Sometimes 45 (9.04)
Frequently 273 (54.82)
Always 179 (35.94)

MTRANS Type of transportation used

Automobile 99 (19.88)
Motorbike 7 (1.41)
Bike 11 (2.21)
Public transportation 326 (65.46)
Walking 55 (11.04)

Obesity Obesity level category

Underweight 34 (6.83)
Normal weight 287 (57.63)
Overweight Level I 47 (9.44)
Overweight Level II 11 (2.21)
Obesity Type I 3 (0.60)
Obesity Type II 58 (11.65)
Obesity Type III 58 (11.65)

Qualitative data are summarized as frequency (n) and percentage (%), and quantitative data as mean and standard deviation.
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2.2. Experimental Analysis
2.2.1. Data Generated: Training, Testing, and Validation Procedure

In this study, obesity levels were predicted using a dataset including 16 features
and 498 samples. In the first phase of experiments, the datasets for training, testing, and
validation were generated from the original dataset. For this purpose, 25% of the original
dataset was selected randomly to generate a testing dataset, and the remaining data were
used for training. After that, the training dataset was divided into two parts to generate
the training set for validation (trainForVal) and the testing set for validation (testForVal)
in Python software. For this purpose, 20% of the training set was selected randomly to
generate testForVal, and the remaining were employed for trainForVal. The functions
of testForVal and trainForVal were used for parameter optimization, and the testing and
training sets were utilized to assess the performance of the model, which used optimum
hyperparameters. Table 2 shows the distribution of the number of samples in each dataset
by classes.

Table 2. The number of observations for obesity level categories in training, testing, and validation datasets.

Dataset Underweight Normal Weight Overweight Level I Overweight Level II Obesity Type I Obesity Type II Obesity Type III

training 28 212 43 9 2 42 38
testing 6 75 4 2 1 16 20
validation
training 22 168 35 7 1 36 30

validation
testing 6 44 8 2 1 6 8

2.2.2. Neural Network (NN) and Hyperparameters Optimization

In this study, a NN model with one hidden layer was developed using the Keras
library [34]. A NN model was used since it is more configurable than other ML models
thanks to its hyperparameters. In addition, if more data are collected, the model can be
easily converted into a deep neural net. NNs can be considered powerful learning models
that reveal favorable outcomes when addressing a variety of supervised and unsupervised
ML tasks. For NNs, there are always explicit objectives and qualification procedures. An
artificial neural network can reflect intricate, highly nonlinear interactions between input
and output properties with strong evaluation skills, and it has been demonstrated that a
network with only one hidden layer and enough neurons may express any function. Once
training is complete, the neural network can infer outputs based on previously unknown
inputs. In general, NNs are well adapted to handle machine perception challenges for which
the fundamental features at hand cannot be independently understood. To accomplish
pattern recognition, grouping, classification, and prediction tasks, NNs have, therefore,
been carefully examined and used. These techniques work well, since NNs can analyze a
significant amount of data during the training phase and cut down on the amount of time
needed for diagnosis [35]. The NN model used in this study consisted of three layers: input,
hidden, and output. The number of neurons in the input layer was the same as the number
of features in the datasets, i.e., 16 for the original model and 5 for the models that were
trained using selected features. The number of neurons in the output layer was seven, equal
to the number of classes in the dataset, and the number of neurons in the hidden layer was
optimized. Hyperparameters are one of the most critical factors affecting neural networks’
performance. NN models have several hyperparameters, and they can take many different
values. Thus, hyperparameter space for optimization in NN models is generally ample.
The learning rate and the number of neurons are just two examples of the many variables
that affect how well neural networks perform. In order to determine the ideal combination
of hyperparameters, many methods have been developed and researched. Grid search and
random search are two optimization techniques.

Nevertheless, there are several problems with these approaches. For instance, the grid
search is inefficient since it is very demanding of the central processing unit (CPU) and
graphics processing unit (GPU). The grid search technique is superior to random search;
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however, the issue is that the precise solution is more likely to be overlooked. Bayesian
optimization is the best candidate for seeking hyperparameters compared to these two
techniques. First, because the Gaussian process is involved, the Bayesian optimization
approach could consider prior results. In other words, every step calculation could be
recalled to help identify a better set of hyperparameters. Second, when Bayesian opti-
mization is compared to other approaches, it requires fewer repetitions and has a faster
operation speed (for example, grid search might encounter a dimension explosion). Finally,
Bayesian optimization might remain reliable even while dealing with non-convex issues (it
is difficult to obtain a globally optimal solution when the grid search solves the non-convex
problems) [36,37].

In this study, Bayesian optimization, which is faster and more effective than traditional
techniques, was used to optimize the number of neurons in the hidden layer (n_unit_dense),
learning rate (LR), number of epochs (epoch), and bath sizes (batch). For this purpose,
the model was trained using trainForVal, and the best hyperparameter set was selected
according to the accuracy of testForVal. Unlike the traditional techniques, the Bayesian
optimization method accepts an interval (i.e., minimum and maximum values) for each
parameter and can consider any value in that interval. Table 3 shows each hyperparameter’s
lowest, highest, and optimum values. The Bayesian optimization was implemented using
the skopt library in Python software [38]. The gp_minimize function was used in this
library, and acq_func and n_cals were set to “EI” and 300, respectively.

Table 3. The hyperparameter optimization details of the NN model used for the obesity level estimation.

Hyperparameters Lowest Highest Optimum

n_unit_dense 20 5000 30

LR 10−10 10−1 0.013

epoch 20 1500 1051

batch 1 32 16

In addition to these hyperparameters, Glorot Uniform with seed one was used as the
kernel_initializer, relu was used as the activation function, the batch normalization was
implemented after the hidden layer, Softmax was used as the activation function of the
classification layer, Adam was used as an optimizer, categorical_crossentropy was used as
the loss function, the beta1 parameter was set to 0.95, and the beta2 parameter was set to 0.99.
In the third phase, a model was trained ten times with optimum hyperparameters; thus, the
robustness of the model was also tested. In this phase, the training dataset was employed to
train the model, and the testing dataset was used to compute accuracy measures.

2.2.3. Feature Scoring and Selection

Three different score functions (chi-square, F-Classify, and mutual information classifi-
cation) were used to score each feature in the dataset to identify the most important risk
factors contributing to obesity level estimation. Important features were selected using
these functions, and the results were compared according to the contribution of the utilized
feature selection methods to the performance of the trained NN model. For this purpose,
the feature_selection library of Scikit-learn was used. In the first phase, scores were calculated
separately using chi-square, F-Classify, and mutual information classification. Afterwards,
the five best features were selected using the SelectKBest function, and new datasets were
generated using these selected features for each score function. The chi-square function
determines whether two variables have a relationship or dependency. In chi-square, one
of the variables can be qualitative, the other can be quantitative, or both can be either
qualitative or quantitative. In this method, a hypothesis is created, and a decision is made
as to whether a hypothesis is correct or not according to the chi-square score. F-Classify is
one of the methods used to check whether the variances of the groups are equal to each
other. The F value is obtained by dividing the variance of the group with the greatest
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variance by the variance of the group with the least variance. The obtained F value is
compared with the selected confidence level and the table value corresponding to the
degrees of freedom for each group, and the homogeneity is decided accordingly. The
mutual information classification basis is based on entropy, which measures the uncertainty
in a random variable. Uncertainty is a measurement that produces a value between 0 and 1.
Mutual information classification measures the shared information between two random
variables. This method analyzes the features according to their dependencies with the class
and their redundancy with each other [39].

2.2.4. Model Evaluation

The mean accuracy and FI-score measures were calculated to evaluate the performance
of the predictive models. The F1-score is a mean measure of sensitivity and specificity and
an important source of information for testing the model’s validity [40]. In this study, the
Brier score was also calculated to examine the models’ calibration. The Brier score is a
metric that reflects both calibration and discrimination, and lower values indicate superior
model performance. The Brier score also penalizes the overfitting, because the overfitting
results in incorrect calibration [41].

The process flow diagram of the proposed model is also shown in Figure 1 for a better
understanding of the system.
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3. Results

Table 4 presents the performance measure of each trial. This table shows the F1-score
for each class and the accuracy. In addition, the mean of 10 trials and the standard deviation
(SD) between the trials are also shown in Table 4. According to the results in this table, our
model obtained 93.06% mean accuracy. When class-based results are examined, it can be
seen that all classes except “Obesity Type II” were well detected.

Table 4. Performance evaluation criteria for obesity prediction of the trained neural network model
for each trial.

Trial Accuracy F1-Score
“Underweight”

F1-Score
“Normal
Weight”

F1-Score
“Overweight

Level I”

F1-Score
“Overweight

Level II”

F1-Score
“Obesity Type

I”

F1-Score
“Obesity Type

II”

F1-Score
“Obesity Type

III”

1 92.74% 88.89% 95.36% 96.29% 100.0% 100.0% 78.57% 90.90%

2 93.55% 88.89% 96.00% 100.0% 100.0% 0% 80.00% 90.00%

3 92.74% 88.89% 94.74% 100.0% 100.0% 100.0% 74.07% 95.24%

4 96.77% 94.12% 97.99% 100.0% 100.0% 100.0% 90.32% 95.24%

5 95.97% 94.12% 97.33% 100.0% 100.0% 100.0% 87.50% 94.74%

6 92.74% 88.89% 95.36% 96.29% 100.0% 100.0% 78.57% 90.90%

7 94.35% 94.12% 96.69% 100.0% 100.0% 100.0% 80.00% 90.00%

8 91.13% 88.89% 93.51% 100.0% 100.0% 100.0% 66.67% 94.74%

9 87.90% 84.21% 93.33% 88.00% 100.0% 0% 66.67% 80.00%

10 92.74% 80.00% 95.89% 96.30% 100.0% 100.0% 87.50% 85.71%

mean 93.06% 89.10% 95.62% 97.68% 100% 80% 78.98% 90.74%

SD 2.34 4.27 1.43 3.62 0 40 7.76 4.62

SD: standard deviation.

Another aim of this study was to measure the effects of the features used in the dataset
to determine the obesity level. In the next phase of the study, feature ranking approaches
were applied to our dataset to achieve this aim. For this purpose, the SelectKBest function
from the feature_selection package of the sklearn library was used in Python software [42]
with the trainForVal and testForVal datasets. The scores of the features, calculated by score
functions, are shown in Table 5. In this table, a low score indicates that the effect of the
feature is higher in determining the class.

Table 5. Results of feature importance scores for feature selection methods.

Feature Name Chi-Square F-Classify Mutual Information Classification

Gender 6.01 2.00 0.048

Age 59.91 7.13 0.023

Height 0.06 2.99 0.001

Weight 745.97 113.3 0.529

History 7.94 4.64 0.132

FAVC 1.68 1.25 0.007

FCVC 0.60 1.32 0.022

NCP 3.68 1.75 0.039

CAEC 4.73 2.18 0.099

Smoke 18.01 1.85 0.007

CH2O 4.47 1.97 0.014

SCC 8.34 2.86 0.014

FAF 3.25 0.50 0.006

TUE 4.15 0.98 0.026

CALC 0.86 0.95 0.011

MTRANS 8.65 1.98 0.028
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A bar chart of scores, shown in Figure 2, was drawn to show the effect of attributes.
Since there is an inverse relationship between the score and the class determination effect,
the y-axis of these bar charts represents the 1

score .
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In the final phase of experiments, optimizing and classification processes were repeated
by choosing the best five features to measure the effect of feature selection algorithms on the
classification algorithm. In this regard, weight, FCVC, CALC, FAVC, and FAF features were
selected using chi-square; FAF, CALC, TUE, FAVC, and FCVC features were selected using
F-Classify; and weight, FAF, smoke, FAVC, and CALC features were selected using mutual
information classification. The same lowest and highest values were used for parameter
optimization, and the exact steps were applied using the same datasets. The optimum
hyperparameters for each feature selection technique are shown in Table 6.

Table 6. Optimum values of hyperparameters of the neural network model that are trained using
features selected by feature selection algorithms.

Hyperparameters Chi-Square F-Classify Mutual Information
Classification

n_unit_dense 32 65 120

lr 0.085 0.0086 0.024

epoch 758 1200 967

batch 16 8 8

After parameter optimization, a separate model was trained ten times for each method
using optimum hyperparameters, similarly to the model that used all of the features in the
training and testing datasets. Table 7 shows the mean accuracy, mean weighted average
F1-score (mean F1-score), SD between accuracy computed in each trial (SD accuracy),
SD between weighted average F1-score computed in each trial (SD F1-score), sensitivity,
specificity, and Brier score for multi-class classification. The result of the model, which was
trained used all of the features, was also added to this table to easily make comparisons
between models. The results showed that the model obtained using the features selected
with F-Classify had a better performance. Furthermore, when Brier scores were examined,
scores of 0.094, 0.147, 0.122, and 0.194 were obtained for the NN which was created after
feature selection with the NN model, where all variables from the chi-square, F-Classify,
and mutual information classification variable selection algorithms were used. The lowest
Brier score was obtained for the NN model using all variables (Brier score = 0.094) and
this was the model showing the best calibration. When variable selection methods were
compared in terms of calibration, the NN model created after the F-Classify algorithm
showed the best calibration (Brier score = 0.122). Therefore, F-Classify was the approach
that showed the best performance, provided the best calibration, and selected the most
relevant features for the model among the feature selection methods. From this point of
view, physical activity, alcohol consumption, the duration of use of technological devices,
frequent consumption of high-calorie meals, and the frequency of vegetable consumption
are the most important features affecting obesity levels.

Table 7. Performance evaluation criteria for trained neural network and comparison of different
feature selection methods.

Feature Selection Method Accuracy F1-Score SD Accuracy SD F1-Score Sensitivity Specificity Brier Score

Original Model 93.06% 92.79% 2.34 3.29 93.08% 93.60% 0.094
Chi-Square 89.04% 89.36% 1.57 1.63 89.03% 90.60% 0.147
F-Classify 90.32% 89.74% 1.78 1.72 90.27% 89.84% 0.122
Mutual Information Classification 86.52% 86.56% 2.44 2.35 86.55% 87.40% 0.194

SD: standard deviation.

4. Discussion

In this study, we developed a neural network-based classification model for the pre-
diction of obesity levels based on physical activity levels and eating habits. The F-Classify,
chi-square, and mutual information classification algorithms were used to identify risk
factors associated with obesity. The hyperparameters of the models were optimized using
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the Bayesian optimization technique, which is faster and more effective than traditional
techniques. The results show that for the purpose of estimating obesity levels, results close
to those of the model in which all features were used can be obtained using fewer features.
The best features were selected using the F-Classify score function, and physical activity
and dietary habits were important for obesity prediction. The model trained with the
features selected using chi-square was the most robust. Furthermore, according to the Brier
score results, the calibration of the model trained after F-Classify was the best among the
feature selection approaches.

The results were compared with the two most recent established methods in the liter-
ature for the purpose of estimating the level of obesity. The first method was developed
by Kivrak using deep learning, and 82.00% accuracy was obtained [1]. In the current
study, the trained neural network model was more successful in estimating obesity levels.
Even the lowest-performing model, using features selected by the reciprocal informa-
tion classification, achieved statistically better accuracy than a two-tailed Z-test [43], with
p values less than 0.1. In another study in the literature, several decision tree algorithms
were used by De-La-Hoz-Correa et al. [44], and 97.8% accuracy was obtained in the esti-
mation of obesity level using the J48 algorithm. The J48 model achieved 0% accuracy in
classifying the “Obesity Type III” class, although the authors achieved better accuracy than
the models trained in the current study. Therefore, the model developed in the current
study can be considered to be more robust than this model.

In addition, most of the studies in the relevant literature have focused on identifying
risk factors that cause obesity. In one study, the authors defined the overall pattern of
pediatric obesity development and the onset of early childhood obesity. However, they
developed the XGBoost model to predict whether individuals had early obesity. With
the XGBoost model, the accuracy was 30.90%, the F1-score was 44.60%, the accuracy was
66.14%, and the specificity was 63.27% [45]. Another study was conducted with a total of
7162 participants, and 11 different methods were applied to predict obesity. The highest
sensitivity value was obtained with the J48 algorithm (72.9%), and it was reported that
physical activity was an essential factor in the prediction of obesity, but factors such as
gender, age, and race were less important [46]. The model developed in the current study
outperformed the related studies described above in predicting obesity, and similarly, we
found physical activity to be among the top five risk factors for obesity levels, as reported
in similar clinical research [47,48].

In a study with similar results in the literature, conducted by Janssen et al. [6,49], the
prevalence of overweight and obesity was exceptionally high in North America, Great
Britain, and Southwest European countries. In most countries, physical activity levels were
lower in overweight youth compared to normal weight youth, and obesity was associated
with physical activity levels [49]. In another study, relative childhood weight was associated
with slightly higher physical activity levels [50].

Among Malaysian children with Autism Spectrum Disorder, low physical activity,
low probability of food refusal, and high probability of food selectivity were found to
be risk factors for body mass index [51]. Evidence for the causes of obesity indicates a
causal role of sedentary behavior [52]. A sedentary lifestyle doubles the risk of being
overweight among schoolchildren [53]. Physical activity and a sedentary lifestyle are
among the most critical behavioral determinants of overweight and obesity in children
and adolescents [54]. Obese children have lower physical activity levels than non-obese
children [9]. The effectiveness of physical activity in preventing obesity can probably be
explained by preventing fat accumulation in the body by accelerating calorie burning.
Studies have investigated whether BMI and/or body fatness are related to physical activity
in bouts of under 10 min [55–58]. Indeed, one of the experimental studies was conducted
by Ebisu et al., and the results showed that multiple runs equivalent to 30 min per day
(i.e., three sessions of 10 min) over eight weeks improved high-density lipoprotein (HDL)
in young men [59]. Our findings and other research in the literature show that physical
activity is associated with obesity, and as a result of this, physical activity is an important
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tool for preventing and reducing body fat. In the current study, physical activity levels and
certain dietary habits (such as consuming high-calorie foods and frequency of vegetable
consumption) were among the most important risk factors for obesity level estimation.

In another study confirming the results of the present study, the most important determi-
nants of obesity were identified as eating habits for adolescents [60]. Lack of physical exercise
and time spent engaged in sedentary activities have been found to be predictors of obesity
for young and middle-aged adults [60]. In one study, a generalized prediction equation
model showed that slower eating prevents the development of obesity [61]. In another study,
regular eating habits were an essential parameter in preventing obesity [53]. Among the most
critical behavioral determinants of overweight and obesity in children and adolescents is
excessive consumption of energy-dense foods [54]. Obese children have higher levels of food
addiction than non-obese children [9]. The reason why eating habits can lead to being obese
or overweight may be that diets contain more and more high-calorie and, at the same time,
high-fat foods, leading to a significant accumulation of fat in the body.

This study has some limitations. Obesity has a complex structure. It is expected that
more factors, such as blood values or the presence of diabetes, will need to be considered
in order to obtain a more reliable estimate. There are also many biomarkers for obesity;
microRNA, adipocytes, oxidative stress, blood cell profile, nutrients, and microbiota are
promising biomarkers for determining the occurrence of obesity. The current research is
limited, as different data that may elucidate other risk factors for clinical obesity are not
provided, and predictive models that examine demographic or clinical biomarkers with
different structural characteristics can be developed in future studies. For this purpose, in
future studies, patients’ demographic information; clinical, genomic, and metabolomics data;
and data based on imaging techniques can be used in obesity level estimation and biomarker
discovery research. Another limitation of the current study is the small sample size in the
Obesity Type I category. In this study, the sample numbers in the Obesity Type I class were
lower because the BMI results were classified according to the WHO ranges for the total
sample. However, all categories were included in the modeling to avoid disturbing the clinical
characterization. As a result of this situation, it can be concluded that the model is nearly
robust except for the “Obesity Type I” category, according to the SD values. The reason for
the high SD value for “Obesity Type I” is the small number of samples. “Obesity Type I” was
predicted incorrectly in only two trials, but the SD deviation was high because the number
of samples was one. In order to estimate obesity levels, there is a need for new studies in
which larger samples are examined in multicenter trials, and this limitation can be overcome.
Another limitation of this study was that it lacked external validation by an independent
cohort, which could provide further evidence to confirm the superiority of the proposed
prediction model. Further expansion of the current study is essential to include multicenter
trials in future studies or to use relevant data from different centers for external validation.

5. Conclusions

The main finding of this study was that the most important risk factors in predicting
obesity are eating habits and physical activity levels. The analysis of obesity/overweight
data using ML algorithms in the current research did not produce brand-new risk factors.
However, it did help us to understand some information: first, how the identified risk
factors are related to weight change, and second, how the results will guide research aimed
at preventing “obesity and overweight” and promoting a healthy lifestyle. Consequently,
increasing participation in physical activity and regulating eating habits should be the
focus of strategies for the prevention and treatment of overweight and obesity.
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