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Abstract: Natural disasters often have an unpredictable impact on human society and can even cause
significant problems, such as damage to communication equipment in disaster areas. In such post-
disaster emergency rescue situations, unmanned aerial vehicles (UAVs) are considered an effective
tool by virtue of high mobility, easy deployment, and flexible communication. However, the limited
size of UAVs leads to bottlenecks in battery capacity and computational power, making it challenging
to perform overly complex computational tasks. In this paper, we propose a UAV cluster-assisted
task-offloading model for disaster areas, by adopting UAV clusters as aerial mobile edge servers to
provide task-offloading services for ground users. In addition, we also propose a deep reinforcement
learning-based UAV cluster-assisted task-offloading algorithm (DRL-UCTO). By modeling the energy
efficiency optimization problem of the system model as a Markov decision process and jointly
optimizing the UAV flight trajectory and task-offloading policy to maximize the reward value, DRL-
UCTO can effectively improve the energy use efficiency of UAVs under limited-resource conditions.
The simulation results show that the DRL-UCTO algorithm improves the UAV energy efficiency by
about 79.6% and 301.1% compared with the DQN and Greedy algorithms, respectively.

Keywords: UAV cluster; task offloading; trajectory optimization; deep reinforcement learning; emergent
disaster scenarios

1. Introduction

Natural disasters such as earthquakes, typhoons, and mudslides often cause incalcula-
ble damage to human life and property. They often result in the breakdown or damage of
traditional terrestrial wireless infrastructure, thus disrupting communication in the disaster
area, which poses a considerable challenge for post-disaster rescue and restoration efforts.
The frequency of recorded natural disasters worldwide has increased nearly five-fold over
the past 50 years [1]. Although prevention before a disaster is vital, rescue and restoration
efforts after a disaster are essential. The emergence of UAVs and intelligent technology
has completely changed post-disaster rescue and repair [2]. With the advantages of high
mobility, low cost, and flexible deployment, UAVs can easily reach disaster-stricken ar-
eas, so UAVs are considered an important tool for post-disaster regional communication
restoration. In particular, features such as the airborne flight of UAVs without regard to
obstacles and the existence of line-of-sight (LoS) links between UAVs and ground users
have caused a research boom in using UAVs as aerial base stations [3]. In addition, the
flexible communication mode of UAVs allows them to act as communication relays, thus
effectively transmitting the situation and dispatch orders of post-disaster rescue to ground
rescue equipment [4–6]. Based on the above advantages, UAVs are expected to play a more
significant role in future rescue and disaster relief work.

However, there are two crucial challenges to UAV-assisted post-disaster communica-
tions efforts. First, although UAVs have more computing power relative to ground users,
they are still insufficient to meet the demands of computationally intensive tasks with large
amounts of data [7,8]. This means that if the ground users have a high complexity of com-
putational tasks or many image-processing needs, UAVs may not be able to complete the
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computational tasks within a tolerable time range of the users, which will make it difficult
to ensure the quality of service for the users. Second, due to the limitation of the volume and
load-bearing capacity of the UAV, the battery capacity of the UAV is limited [9–11], which
makes it unable to work continuously for a long time, and can only perform post-disaster
auxiliary communication within a limited time and area. Furthermore, if the UAV is under
high-load computing for a long time, it will shorten its battery life faster [12]. Therefore, it is
necessary to make reasonable use of the flexible communication methods of UAVs and find
a suitable solution for UAV-assisted post-disaster communication work to achieve effective
and timely post-disaster rescue and significantly increase the sustainable operation time
of UAVs.

There are many research attempts to solve the task-offloading problem of UAVs in
disaster areas, partly mainly through the cooperation of UAVs and edge computing servers,
allowing UAVs to act as communication relays to forward computational tasks to adjacent
mobile edge computing servers, and completing computationally intensive tasks through
the more substantial computing power of the servers [13,14]. Another part of the research
focuses on offloading computational tasks to a more distant cloud server by UAVs, which
completes the processing of complex tasks through the mighty computing power of the
cloud server, and later transmits the computational results of the tasks back to the ground
users via UAVs [15,16]. However, the current work does not take into account the lack of
computing power of a single UAV, which may not be able to carry out a large number of
tasks for computation and forwarding. Moreover, due to the impact of natural disasters,
edge computing servers in disaster-stricken areas are often unavailable or even damaged,
making it impossible to provide computing offloading services for UAVs. In addition, the
long transmission distance and the time delay between UAVs and remote cloud servers,
and offloading tasks to cloud servers via UAVs will make it difficult to guarantee the
quality of service for ground users. Considering the sudden and unpredictable unknowns
of natural disasters, hardly any current works find an effective solution to the problem of
limited UAV resources and user survival cycle limitations. Therefore, it is urgent to design
a reasonable solution for the UAV-assisted post-disaster communication problem.

Based on the above, this paper proposes a real-time and efficient UAV cluster-assisted
task-offloading solution for the user task-offloading problem under the damaged ground
communication infrastructure scenario in disaster areas. This solution enables UAV clusters
to form an aerial mobile edge server by introducing clusters of UAVs with intelligent
characteristics [17,18] to provide assisted communication and computational offloading
services to ground users. The state transfer function is simplified by modeling the ground
user task-offloading policy selection and UAV cluster flight trajectory formulation as
Markov decision processes. Then, deep reinforcement learning algorithms are combined to
jointly optimize user task-offloading policies and UAV cluster flight trajectories to maximize
system energy efficiency, therefore further extending the system lifecycle. The solution
not only overcomes the shortage of computing power of a single UAV, but also solves the
problem of dynamic changes in the environment. The main contributions of this paper are
summarized as follows:

• This paper proposes a UAV cluster-assisted task-offloading model in the disaster
scenario. To ensure that the communications of ground users in the disaster area are
repaired promptly, we adopt an aerial mobile edge server composed of UAV clusters
to provide assisted communications and computational offloading services for ground
users. The ground users first offload the computational tasks to the UAVs with free
resources, and then the UAVs forward the task data within the cluster to collabora-
tively complete the tasks. The model significantly reduces the transmission energy
consumption between ground users and traditional edge servers and overcomes the
problem of the limited computing power of UAVs.

• This paper proposes a deep reinforcement learning-based UAV cluster-assisted task-
offloading algorithm (DRL-UCTO) for jointly optimizing UAV flight trajectory and
ground user task-offloading policy, taking full advantage of the high mobility and
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flexible communication of UAVs. This paper simplifies the deep reinforcement learn-
ing state transfer model through the Markov decision process to make the modeling
process feasible, and optimizes the UAV flight trajectory through deep reinforcement
learning, so that the DRL-UCTO algorithm quickly locates the location of ground
users and makes optimal task offloading and forwarding decisions. The problem of
limited resources in the disaster area is solved by maximizing the energy efficiency of
the system while guaranteeing the quality of service for users.

• In this paper, we verify the feasibility and effectiveness of the DRL-UCTO algorithm
through extensive simulation experiments. Because of the stable action selection policy
of the DRL-UCTO algorithm, the flight energy overhead of the UAV cluster during the
search for ground users is reduced. The numerical results show that compared with
other baseline algorithms, the DRL-UCTO algorithm significantly improves system
transmission rate and throughput, and further increases system energy efficiency.

The rest of this paper is organized as follows. Section 2 describes the current work
related to UAV applications. In Section 3, a system model using UAV clusters as aerial
mobile edge servers is described, and optimization problems are presented. In Section 4,
we propose the deep reinforcement learning-based UAV cluster-assisted task-offloading
algorithm (DRL-UCTO) to jointly optimize the UAV cluster flight trajectory and task-
offloading policy. Section 5 gives the simulation experimental results and performance
evaluation. Finally, Section 6 describes the conclusions and future work.

2. Related Work

With the advantages of high mobility, low cost, and flexible deployment of UAVs, the
applicability of UAVs in various fields is increasing. Therefore, much research has been
conducted on the application of UAVs in the field of wireless communication. Because of
the flexible communication and unique line-of-sight (LoS) links, most research uses UAVs
as airborne wireless relays. On the one hand, UAVs are used to enhance the user service
quality in areas with weak communication links, and provide stable and secure wireless
communication links for these areas [19–21]. On the other hand, UAVs are used to expand
the network coverage to provide communication coverage within a specified range for
areas where no network infrastructure is deployed. Wang et al. [22] proposed a novel
UAV-assisted IoT communication network using low-altitude UAVs as aerial anchoring
nodes and mobile data collectors, thus assisting ground base stations for device localization
and data collection. Huang et al. [23] jointly optimized the UAV flight trajectory and
transmission power to minimize the network overhead under the premise of ensuring the
quality of service of IoT devices. Zhu et al. [24] proposed a deep reinforcement learning-
based UAV-assisted communication algorithm to minimize the average channel path loss
by optimizing the UAV flight path. In addition, UAVs are used as effective IoT aids, not only
as aerial base stations but also for aerial communication, sensing, and data analysis [25].

Recently, UAV-assisted communication networks have been considered for application
in post-disaster scenarios where terrestrial wireless infrastructure has been damaged to pro-
vide temporary emergency communications for ground users. Because of the advantages
of their own hardware, rotary-wing UAVs can be easily deployed in such post-disaster
scenarios to provide service coverage for users in specific areas. Lin et al. [26] investigated
how to deploy a rotary-wing UAV as a wireless base station in disaster scenarios to provide
emergency communication to ground users with unknown distribution, and proposed
two UAV trajectory planning schemes based on multi-armed slot machine algorithms to
maximize the throughput of the system under UAV resource constraints. Lyu et al. [27]
proposed a novel hybrid network architecture that uses UAVs to fly along the cell edges
to provide computational offloading services to the users around the cell, and effectively
improves the minimum throughput for all users by jointly optimizing bandwidth allo-
cation, user partitioning, and UAV trajectories. However, the above work does not take
into account the critical energy constraints, especially the limited-resource constraints in
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the disaster area that will be a crucial factor in extending the lifetime of the UAV-assisted
communication network.

Optimizing the energy consumption of UAV-assisted communication networks has
been of great interest, and several studies have attempted to improve the lifetime and
energy consumption of networks by clustering [28–31]. In [32], the authors describe a
comparison of clustering techniques for implementing energy-aware routing in device-
to-device (D2D) communication in public safety networks, comparing several different
clustering schemes in terms of energy consumption, throughput, and the number of dead
nodes in the system through extensive simulation experiments, and the results indicate that
the clustering scheme proposed by the authors outperforms the other compared schemes in
all aspects. Although extended communication applications for UAVs in disaster scenarios
have been extensively researched, there is still a need for continuous exploration to find
a UAV-assisted task-offloading solution that can provide reliable services in unknown
disaster scenarios. Unlike previous research that mainly focuses on the communication
optimization and resource allocation of UAVs, this paper proposes a deep reinforcement
learning-based UAV cluster-assisted task-offloading solution, which provides stable and
efficient computational offloading services for ground users in the disaster area by jointly
optimizing UAV flight trajectories and task-offloading policies.

3. System Model

In this paper, consider a typical UAV-assisted task-offloading system, as shown
in Figure 1, which contains G ground users and U UAVs, used, respectively, the sets
G = {1, 2, . . . , G} and U = {1, 2, . . . , U} are denoted. In the scenario described in this
paper, it is assumed that the ground users’ IoT devices have a certain amount of computing
power to meet their own small computing task needs, but not enough to afford computa-
tionally intensive tasks with large data volumes. Therefore, adopting a UAV cluster as an
aerial mobile edge server provides more substantial computing power for these ground
users, which in turn helps them to complete the computation of large tasks. In addition,
Table 1 summarizes the main notations used in this paper.

Figure 1. UAV-assisted task-offloading model for disaster scenarios.
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Table 1. Table of notations.

Notations Description

G Number of ground users
U Number of UAVs
T Number of time slices
ξ The length of time slice
Lg The coordinates of ground user g
h The UAV flight height

Lu The projected coordinates of UAV u
vu The horizontal flight speed of UAV u

E f ly
u The propulsion energy consumption of UAV u

muav The mass and load of UAV
Jg The computational task of ground user g

Mg The amount of task data for user g
Tg The task deadline of user g
sg Number of CPU cycles per bit of data to be executed for the task of user g

λg1 The proportion of task offloads for ground users g
λg2 The proportion of ground user g tasks forwarded via UAVs
Tloc

g The local computation delay of ground user g
fg Number of CPU cycles per second that can be processed by ground user g

Eloc
g The local computing energy consumption of ground user g
µ The effective switching capacitance

hu,g The channel gain between UAV u and ground user g
h0 The average path gain at a reference distance of 1 meter
P The transmit power

ru,g The communication rate between UAV u and ground user g
B The available bandwidth
σ The thermal noise power

hu′ ,u The channel gain between UAV u′ and UAV u
ru′ ,u The communication rate between UAV u′ and UAV u
αg,u The task offload state of ground user g

βg,u,u′ The state of ground user g forwarding tasks via UAV
Ttrans

g,u,u′ The transmission delay of UAV-assisted task offloading
Tcom

g,u,u′ The computational delay of UAV-assisted task offloading
fg,u The computational resources obtained by ground user g from UAV u
fu,u′ The computational resources obtained by UAV u from UAV u′

Tuav
g,u,u′ The total delay of UAV-assisted task offloading

Euav
g,u,u′ The total energy consumption of UAV-assisted task offloading

Ttotal
g,u,u′ The total task processing delay of ground user g

Etotal
g,u,u′ The total task processing energy consumption of ground user g

dmin The minimum safe distance between UAVs
Vmax The maximum flight speed of UAVs

3.1. UAV Mobile Model

This paper constructs the system region as a three-dimensional right-angle coordi-
nate system, and for computational convenience divides the time equally into T time
slices, i.e., t ∈ T = {1, 2, . . . , T}, where the length of each time slice t is ξ. Using
Lg(t) = [xg(t), yg(t)] to denote the coordinates of the ground user, assuming that the
UAV cluster is flying in the air at a fixed height h, then the projected coordinates of the
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UAV on the ground at moment t can be expressed as Lu(t) = [xu(t), yu(t)]. Therefore, the
horizontal flight speed of the UAV in time slice t can be expressed as:

vu(t) = ‖Lu(t + 1)− Lu(t)‖/ξ. (1)

The primary energy overhead of the UAV in flight is the flight propulsion energy
consumption, and by calculating the flight speed, the propulsion energy of the UAV in each
time slice can be expressed as follows:

E f ly
u (t) = k(vu(t))

2, (2)

where k = 0.5muavξ and muav denotes the mass and load of the UAV.

3.2. Computational Process Model

First, the computational task of ground user g is described as Jg(t) = (Mg(t), Tg(t)),
where Mg(t) denotes the data size of the task and Tg(t) denotes the deadline of the task. If
the current task cannot be completed within the specified deadline, it will be considered a
failed execution. Define sg to denote the number of CPU cycles required to execute each bit
of data for the task of user g. It is used to describe the complexity of the task.

Next, the variable
{

0 ≤ λg2(t) ≤ λg1(t) ≤ 1
}

is defined to denote the proportion of
data offloaded by the task, where λg1(t) denotes the proportion of ground user g that
offloads part of the task data Mg(t) to UAV u, and λg2(t) denotes the proportion of data
that UAV u forwards to other UAVs u′ for collaborative computation from the part of
the task data offloaded by ground user g. Then the proportion of task data performed
locally by the ground user device is 1− λg1(t), the proportion of tasks offloaded to UAV u is
λg1(t)− λg2(t), and the proportion of tasks forwarded from UAV u to UAV u′ is λg2(t). The
calculation process of task offloading is divided into two parts, which are local calculation
by ground user devices and UAV cluster-assisted offloading calculation.

(1) Local calculation: The computation of the task is conducted by the ground user
device itself, and the size of the task data it needs to compute is (1− λg1(t))Mg(t), then
the local computation delay of the ground user g can be expressed as:

Tloc
g (t) =

(1− λg1(t))
fg

sg Mg(t), (3)

where fg denotes the number of CPU cycles per second that the ground user device can
process. Therefore, the local computing energy consumption of the ground user is:

Eloc
g (t) = µ1( fg)

3Tloc
g (t), (4)

where µ1 is the effective switching capacitance associated with the chip architecture of the
device itself [33].

(2) UAV cluster-assisted offloading calculation: Usually, the communication channels
between UAV clusters and ground user devices are modeled as large-scale and small-scale
fading. However, in the scenario considered in this paper, the channel between the UAV
cluster and ground users is usually dominated by the line-of-sight component, and the
communication link has a strong line-of-sight range, so the effect of small-scale fading
can be negligible. Therefore, the channel gain between the UAV u and ground user g at
moment t can be expressed as:

hu,g(t) = h0

(√∥∥Lu(t)− Lg(t)
∥∥2

+ h2
)−2

, (5)

where h0 is the average path gain at a reference distance of 1 meter and h is the UAV flight
height. Assuming that the communication between the UAV and the ground user always
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uses P as the transmit power, the instantaneous communication rate between the UAV u
and the ground user g is expressed as:

ru,g(t) = B log2

(
1 +

Phu,g(t)
σ2

)
, (6)

where B denotes the available bandwidth. σ denotes the thermal noise power, which is
linearly proportional to the assigned bandwidth. Similarly, the channel gain between the
UAVs in the cluster can be obtained as:

hu′ ,u(t) = h0

(√
‖Lu′(t)− Lu(t)‖2 + h2

)−2
. (7)

The communication rate between UAVs is:

ru′ ,u(t) = B log2

(
1 +

Phu′ ,u(t)
σ2

)
. (8)

We assume that the offloading behavior of ground user devices follows an offloading
policy at each moment, where ground users perform task offloading at the beginning of
each time slice. Therefore, it is assumed that each ground user can select at most one UAV
for data transmission in each time slice, so the transmission scheduling should satisfy the
following constraints:

U

∑
u=1

αg,u(t) ≤ 1, ∀t, g, (9)

where αg,u(t) is a binary variable indicating the task offload state of ground user g at
moment t. If αg,u(t) = 1, it means that at moment t ground user g offloads the task data to
UAV u for assisted computation, otherwise it is 0. In other words, each ground user can
offload the task to at most one UAV.

Due to the large amount of computationally intensive task data, a single UAV may not
be able to store it entirely and needs to forward part of the task data to other UAVs in the
cluster for collaborative computation. Therefore, this paper assumes that in each time slice,
UAV u can only forward the computational tasks offloaded by ground user g to one other
UAV u′, so the UAV forwarding policy needs to satisfy the following constraints:

U

∑
u′=1

βg,u,u′(t) ≤ 1, ∀t, g, u, (10)

where βg,u,u′(t) are binary variables, βg,u,u′(t) = 1 if the UAV u forwards its own task data,
and βg,u,u′(t) = 0 if the computation of the task is conducted by it independently.

Since the amount of uploaded data for computationally intensive tasks is much larger
than that for the return transmission of computation results, the delay and energy consumed
for the return transmission of computation results through the downlink are ignorable.
Therefore, the total transmission delay of introducing the UAV cluster for assisted task-
offloading consists of two parts: the transmission delay of the ground user g to offload
the task data to the UAV u on the one hand, and the transmission delay of the UAV u to
forward the task data to the UAV u′ on the other hand. Thus, the total transmission delay
of UAV-assisted task offloading can be expressed as follows:

Ttrans
g,u,u′(t) = αg,u(t)

[(
λg1(t)− λg2(t)

)
Mg(t)

ru,g(t)
+ βg,u,u′(t)

λg2(t)Mg(t)
ru′ ,u(t)

]
. (11)
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The computational delay is similarly composed of the processing delay of the UAV u
and the processing delay of the UAV u′, denoted as follows:

Tcom
g,u,u′(t) =

(
λg1(t)− λg2(t)

)
fg,u

sg Mg(t) +
λg2(t)

fu,u′
sg Mg(t), (12)

where fg,u denotes the computational resources acquired by ground user g from UAV u
and fu,u′ denotes the computational resources acquired by UAV u from UAV u′. Therefore,
the total delay of the UAV cluster-assisted task offload is the sum of transmission delay
and computation delay, expressed as follows:

Tuav
g,u,u′(t) = Ttrans

g,u,u′(t) + Tcom
g,u,u′(t). (13)

The total energy consumption generated is:

Euav
g,u,u′(t) = µ2( fu)

3Tuav
g,u,u′(t), (14)

where µ2 denotes the effective capacitance switch of the UAV CPU. Therefore, the total task
processing delay of the ground user g can be expressed as:

Ttotal
g,u,u′(t) = Tloc

g (t) + Tuav
g,u,u′(t). (15)

The total task processing energy consumption consists of three components: ground
user local computation energy consumption, UAV cluster-assisted task-offloading energy
consumption, and flight energy consumption, denoted as:

Etotal
g,u,u′(t) = Eloc

g (t) + Euav
g,u,u′(t) + E f ly

u (t). (16)

3.3. Optimization Problem Definition

To extend the lifetime of the UAV-assisted task-offloading system while ensuring
user service requirements, it is required to complete the computational tasks generated by
ground users within a specified time frame and to enable each device to operate continu-
ously with limited resources. In this paper, we propose to jointly optimize the UAV flight
trajectory and task-offloading policy to maximize the energy efficiency of the system under
the condition of limited resources of ground user devices and UAV clusters. Therefore, the
optimization problem and constraints in this paper are formulated as:

max
T

∑
t=1

G

∑
g=1

Mg(t)/
U

∑
u=1

U

∑
u′=1

Etotal
g,u,u′(t) (17)

s.t. C1 :
U

∑
u=1

αg,u(t) ≤ 1, ∀t, g, (17a)

C2 :
U

∑
u′=1

βg,u,u′(t) ≤ 1, ∀t, g, u, (17b)

C3 : 0 ≤ λg2(t) ≤ λg1(t) ≤ 1, ∀t, g, (17c)

C4 : Ttotal
g,u,u′(t) ≤ Tg(t), ∀t, g, (17d)

C5 : ‖Lu(t)− Lu′(t)‖ ≥ dmin, ∀u, u′ ∈ U, u 6= u′, (17e)

C6 : ‖Lu(t + 1)− Lu(t)‖/ξ ≤ Vmax, t = 1, . . . , T − 1. (17f)

Constraint C1 ensures that each ground user can select at most one UAV to upload
task data. Constraint C2 ensures that the task data uploaded by the ground user can be
forwarded at most once. C3 indicates the proportion of task offload and the proportion
of UAV task forwarding for each ground user device. Constraint C4 ensures that user-
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generated computational tasks are completed within a tolerable time frame. C5 guarantees
a minimum safe distance dmin between deployed UAVs to avoid collisions. C6 limits the
maximum flight speed of UAVs.

It can be seen that (17) is a mixed integer nonlinear programming problem (MINLP),
which is usually difficult to solve by conventional methods due to the presence of multi-
variate variables αg,u(t) and βg,u,u′(t), and nonconvex objective functions. In addition, the
trajectory of the UAV is usually optimized by offline processing before scheduling the UAV,
but the system does not have access to the latest changes in the terminal at the next moment
before scheduling. Although theoretically, some heuristics may be able to alleviate this
problem, it is impractical to try to explore all possible changes in the system environment.
Given the high complexity and uncertainty of the problem, efficient and low-complexity
alternatives are needed to solve the situation. Therefore, this paper introduces deep rein-
forcement learning algorithms to observe and learn the state changes in the environment
and to solve the proposed problem. The next section specifies the proposed algorithm.

4. Deep Reinforcement Learning-Based UAV Cluster-Assisted Task Offloading Solution

Deep reinforcement learning is the product of combining deep learning and rein-
forcement learning, which not only integrates the powerful understanding ability of deep
learning in visual perception problems, but also possesses the decision-making ability of
reinforcement learning, which makes the reinforcement learning technology move toward
practical applications and enable the solving of complex problems in realistic scenarios.
To this end, this paper first models the optimization problem of the system as a Markov
decision process, so that the goal of optimization is converted from maximizing the en-
ergy efficiency of the system to maximizing the reward, and then combines the deep
reinforcement learning algorithm to optimize the problem.

4.1. Markov Decision Process

The environmental states of the UAV cluster-assisted task-offloading model are di-
vided according to time slices, and its state space is continuous and countable, and the state
at the next moment is only related to the current state, so the system model satisfies Markov
properties. Therefore, this paper transforms the UAV cluster-assisted task-offloading
problem into a Markov decision process. Markov decision processes represent sequential
decision problems with Markov transfer models and additional rewards in fully observable
stochastic environments. The Markov decision process consists of a quaternion (S ,A, γ,R),
where S is defined as the set of states, representing the observed UAV and ground user
state information at each moment. The set of UAV actions executed on the observed states is
defined as A. After the UAV executes an action based on the current state, the environment
will enter a new state, the reward return for the current action is generated, and the set
of reward returns is then denoted by R. γ denotes the discount factor determining the
present value of future rewards. These state changes and action choices constitute the
policy π of the intelligent agent, and the cumulative reward of the system is maximized
by continuously updating the policy π during long-term interaction learning with the
environment. In this paper, the UAV is considered an intelligent agent, and the motion
trajectory and resource information of the UAV and ground users are considered to be
the environment. Next, the state space, action space, and reward functions are defined in
detail:

1. S denotes the state space, and each state s(t) ∈ S is a multi-dimensional vector
containing multiple parameters that represent the current state of the ground user
and the UAV, including their current location and resource information, as well as the
amount of task data and the task deadline for the ground user. Overall, the state s(t)
of each time slice is defined as:

s(t) =
(

Lg(t), Lu(t), Mg(t), Tg(t)
)
, g ∈ {1, 2, . . . , G}, u ∈ {1, 2, . . . , U}. (18)
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2. A denotes the action space, which contains all feasible actions that the UAV can take.
The main points are the flight direction and distance of the UAV, the task offloading of
the ground user, the UAV task forwarding, and the proportion of data offloaded and
forwarded. Therefore, the action a(t) for each time slice can be defined as follows:

a(t) =
(

du(t), αg,u(t), βg,u,u′(t), λg1(t), λg2(t)
)

, g ∈ {1, 2, . . . , G}, u, u′ ∈ {1, 2, . . . , U}, (19)

where du(t) ∈ {(xd, 0), (−xd, 0), (0, yd), (0,−yd), (0, 0)} denotes the UAV horizontal
displacement vector, which is used to control the UAV flight direction or hovering.
Thus, the UAV position for the next time slice can be expressed as Lu(t + 1) =
Lu(t) + du(t).

3. γ denotes the effect of the policy adopted by the current UAV on the reward returns
at future moments, where 0 ≤ γ ≤ 1.

4. R denotes the reward set, which consists of the reward returns for the actions per-
formed by the UAV in the current environmental state. The reward function at a
certain moment mainly indicates the energy efficiency of the system and gives a
certain penalty when the UAV flies out of the service area. Thus, the reward function
at moment t is defined as follows:

r(s(t), a(t)) =
G

∑
g=1

Mg(t)/
U

∑
u=1

U

∑
u′=1

Etotal
g,u,u′(t). (20)

4.2. Deep Reinforcement Learning-Based UAV Cluster-Assisted Task-Offloading Algorithm
(DRL-UCTO) Idea

Deep reinforcement learning has a strong dependence on the before and after states of
the environment, and often the state at the next moment is not only related to the current
state, but even has a close connection with the earlier state or the initial state. Due to many
user devices and UAVs as well as multiple decision variables in the UAV cluster-assisted
task offload model, such a high-dimensional and highly correlated state sequence will
lead to a complex state transfer model of the system environment, which is difficult to
model. In addition, multilayer neural networks in deep reinforcement learning indicate the
existence of computations with higher order polynomials, which will lead to the gradient
vanishing problem [34]. Therefore, this paper simplifies the environmental state transfer
model for deep reinforcement learning by transforming the system problem into a Markov
decision process so that the environmental state at the next moment is only related to the
current state, thus making the modeling feasible. Based on this, the deep reinforcement
learning-based UAV cluster-assisted task-offloading algorithm (DRL-UCTO) is proposed.

The DRL-UCTO algorithm is mainly based on the DDQN algorithm, whose core idea
is to model the UAV cluster flight trajectory and the scheduling offload policy to ground
user devices as discrete actions a(t). To evaluate the action quality, each state-action pair
(s(t), a(t)) is measured using a Q-value, where Q-value is defined as:

Q(s(t), a(t)) = E
[

T

∑
t′=t

γr
(
s
(
t′
)
, a
(
t′
))
| s(t), a(t)

]
. (21)

The meaning of Q-value indicates the cumulative discount reward expected under the
current policy. During the learning process of interaction with the environment, the policy
of the intelligent agent is continuously adjusted by evaluating the Q-value, and the adjusted
policy is used to find the best action. In general, the policy uses a greedy algorithm to select
the action that produces the highest Q-value in state s(t), which obtains the optimal UAV
trajectory and the optimal offloading policy, with the following expression:

π(s(t)) = arg max
a(t)

Q(s(t), a(t)). (22)
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DRL-UCTO uses two deep neural networks with weights to replace the Q-table in
the original Q-learning algorithm, thus solving the problem that the Q-learning algorithm
cannot be used in high-dimensional action spaces, which are, respectively, called the main
network and the target network. The main network generates predictions Q(s(t), a(t) | ϕQ)
based on the input states and actions, where ϕQ denotes the weight parameter of the
main network, and the main network also selects the behavioral action for the next state
according to (22). In the deep neural network learning process, the weight parameter ϕQ of
the network is trained using the loss function.

L
(

ϕQ
)
= E

[
y(t)−Q

(
s(t), a(t) | ϕQ

)]
, (23)

where y(t) is the target value, which is evaluated by the target network Q′ while considering
the predicted results of the main network Q, the calculation process is expressed as follows:

y(t) = r(s(t), a(t)) + γQ′
(

s(t + 1), arg max
a(t+1)

Q
(

s(t + 1), a(t + 1) | ϕQ
)
| ϕQ′

)
, (24)

where ϕQ′ denotes the weight parameter of the target network. Since the traditional DQN
uses the greedy policy in (22) to select the action with the largest Q value, the obtained
target value Q′(s(t), a(t) | ϕQ′) is often larger than the actual value, which leads to the
overestimation problem. Therefore, the advantage of using DRL-UCTO in this paper
is that it uses two different Q networks for selecting and evaluating behavioral actions,
and periodically updates the weight parameter ϕQ′ of the target network using the main
network weight parameter ϕQ instead, thus avoiding the overestimation problem.

Figure 2. Deep reinforcement learning-based UAV cluster-assisted task-offloading algorithm (DRL-
UCTO) flowchart.

Based on the above Markov decision process and deep neural networks, the process of
the DRL-UCTO algorithm to solve the objective problem (17) is shown in Figure 2, where
the target network and the experience replay technique are used. The target value y(t)
is calculated according to the DRL-UCTO algorithm, considering the results of the main
network Q and the target network Q′.
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4.3. DRL-UCTO Algorithm Implementation

The DRL-UCTO algorithm process is defined as shown in Algorithm 1, which consists
of two phases for each training episode, the exploration phase (steps 4–15) and the training
phase (steps 16–19). During the exploration phase, the UAV flight trajectory and the assisted
offloading policy will be obtained by either the random or greedy methods defined above.
If the current behavior causes the UAV to leave the service area, then the reward r(s(t), a(t))
in the current state is penalized, the current behavior is canceled, and the flight policy of
the UAV is set to hover to control the UAV to stay in the current position. The environment
will then move to the next state s(t + 1) and receive the corresponding current reward
r(s(t), a(t)). Meanwhile, the sample data (s(t), a(t), r(s(t), a(t)), s(t + 1)) will be stored in
the experience buffer D.

In the training phase, this paper will use a random sampling method to randomly
select n training samples from the experience buffer for updating the main network Q and
the target network Q′, thus breaking the correlation between the data. First, the weight
parameter ϕQ of the main network is updated by minimizing the loss in step 18 through
y(t) generated by the target network. Next, the weight parameter ϕQ′ of the target network
is periodically replaced by the weight parameter ϕQ of the main network, thus completing
the update of the target network, but the target network is updated less frequently than the
main network, to avoid the overestimation problem. The algorithm execution is terminated
until the end of the assigned training episodes, or the computational tasks of each ground
user have been completed.

Algorithm 1 Deep Reinforcement Learning-Based UAV Cluster-Assisted Task-Offloading
Algorithm (DRL-UCTO).

1: Initialize the replay buffer D;
2: Randomly initialize main network Q and target network Q′ with weights ϕQ and ϕQ′ ,

and set ϕQ′ = ϕQ;
3: for episode = 1, . . . , E do
4: Initialize the environment to state s(1);
5: for t = 1, . . . , T do
6: Select action a(t) ∈ A(s(t)) based on policy π(s(t));
7: Execute a(t) obtain r(s(t), a(t)) and s(t + 1);
8: for u = 1, . . . , U do
9: if UAV u flies out of service scope then

10: Apply the penalty to r(s(t), a(t));
11: Cancel the movement of UAV u and update s(t + 1);
12: end if
13: end for
14: Store training sample (s(t), a(t), r(s(t), a(t)), s(t + 1)) in D;
15: end for
16: Select a random mini-batch of training samples (s(i), a(i), r(s(i), a(i)), s(i + 1)) of

size n from D;
17: y(i) = r(s(i), a(i)) + γQ′

(
s(i + 1), arg maxa(i+1) Q

(
s(i + 1), a(i + 1) | ϕQ) | ϕQ′

)
;

18: L
(

ϕQ) = E
[
y(i)−Q

(
s(i), a(i) | ϕQ)];

19: Update weights ϕQ′ of Q′: ϕQ′ = ϕQ;
20: end for

5. Performance Evaluation and Analysis

In this section, this paper evaluates the performance of the proposed deep reinforce-
ment learning-based UAV cluster-assisted task-offloading algorithm (DRL-UCTO) through
simulation experiments. In the first subsection, we describe the simulation environment
setup for the experiments and the compared baseline algorithms. In the second subsection,
we analyze the optimization effect of the DRL-UCTO algorithm on the system performance.
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5.1. Experimental Environment Settings

In this paper, the DRL-UCTO algorithm is compared with the baseline algorithm to
verify the effectiveness of the algorithm. To explore the differences between the DRL-UCTO
algorithm and the basic deep reinforcement learning algorithm and non-reinforcement
learning algorithm, the baseline algorithm uses the Deep Q Network (DQN) and Greedy
algorithms. The DQN algorithm is a deep learning-based Q-learning algorithm that com-
bines neural network and value function approximation techniques and uses experience
replay to train the network. Greedy is an algorithm that considers locally optimal solutions
and always chooses the behavior most favorable to the reward in the current situation.
Good greedy policies often result in higher returns with lower overhead.

This paper considers a rectangular ground area of 500 m × 500 m in which 3 UAVs
are deployed, while there are 30 ground users randomly distributed in the area. At the
initial moment, all UAVs fly at a height of 200 m from an initial location with horizontal
coordinates [0 m, 0 m] to search for ground users within the area and provide them with
task-offloading services. This paper simulates the joint optimization solution of UAV
flight trajectory and task-offloading policy using Python and TensorFlow. The hardware
environment for the experiments is a 32-core AMD ROME high-performance computer
with 64 GB RAM. The operating system of the computer is Ubuntu 18.04. We refer to the
scenarios in the literature [35–37], and the relevant parameters are set in Table 2.

Table 2. Simulation parameter.

Parameter Value Parameter Value

muav 9.65 kg B 2 MHz
fg 1 GHz P 0.1 W
fu 8 GHz σ2 −110 dBm
sg 1000∼2000 D 10,000
µ1 10−24 n 128
µ2 10−24 Mg 1∼3 Mbit
h0 −30 dB Tg 10∼20 s

5.2. Result Analysis

First, the convergence of the algorithm is verified, as shown in Figure 3a. In the initial
stage, the policy is not yet stable due to the lack of interaction between the intelligent
agent and the environment, so the UAV keeps exploring and searching for ground users in
the system area, and the reward value grows faster. After 700 iterations, the DRL-UCTO
algorithm policy gradually stabilizes, and the reward value starts to converge and reach a
high level. Second, Figure 3b compares the effect of different learning rates on the training
efficiency of the algorithms by plotting the loss of Equation (23). The two pairs of curves in
the figure show that the DRL-UCTO algorithm and the DQN algorithm have comparable
training effects when the learning rate is 0.005. Furthermore, when the learning rate is
0.001, the DRL-UCTO algorithm possesses a higher training efficiency and can make the
loss lower for the same number of training steps. It can be observed that the DRL-UCTO
algorithm can quickly reach the convergence state and obtain a better reward value in the
disaster area rescue scenario, resulting in an effective improvement of the system energy
efficiency. In addition, if more training samples are provided for the DRL-UCTO algorithm,
it may further improve the performance of the algorithm.
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(a) (b)

Figure 3. Convergence verification of the algorithm. (a) Reward value versus number of iterations
for the DRL-UCTO algorithm. (b) Loss versus training steps for different algorithms.

The speed of the transmission rate will affect the overall latency of ground users
offloading computational tasks to the UAV for processing, and a faster transmission rate
can make the UAV-assisted task-offloading solution more efficient. To compare the effects
of different algorithms on the transmission rate between the UAV and the ground user,
simulation experiments were conducted in this paper on the changes in their transmission
rates with time growth for DRL-UCTO and the other two baseline algorithms, and the
results are shown in Figure 4a. It can be seen that all three algorithms have a low trans-
mission rate between the UAV and the ground user in the first 50 training episodes. After
several training episodes, their transmission rates are improved accordingly. Especially
the DRL-UCTO algorithm, whose transmission rate proliferates and gains a significant
increase over time, followed by the DQN algorithm, while the Greedy algorithm causes the
UAVs to blindly approach a certain ground user, which leads to an increase in the distance
between the UAV cluster and other ground users and a slow increase in the transmission
rate. The DRL-UCTO algorithm proposed in this paper can enable the UAV to find the
location of ground users and establish communication faster in the disaster area, and can
further improve the transmission rate between the UAV and ground users by optimizing
the UAV flight trajectory. In Figure 4b, this paper further compares the optimization of the
three algorithms on the system throughput. It can be seen that the DRL-UCTO algorithm
still has better performance in terms of optimizing the system throughput. In contrast, the
DQN and Greedy algorithms have a more limited effect on the system throughput.

(a) (b)

Figure 4. The performance of different algorithms in terms of transmission rate and through-
put. (a) Transmission rate of UAVs versus training episodes. (b) System throughput versus train-
ing episodes.

Figure 5a compares the performance of the three algorithms in terms of the energy
consumption overhead of the computational tasks. As the number of training episodes
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increases, the UAV flight trajectory is optimized, the distance between the UAV cluster
and the ground user is shrinking, and the energy consumed for transmission is decreasing.
All three algorithms showed some improvement in the energy consumption generated by
the system processing tasks, especially the DRL-UCTO algorithm, which kept the energy
consumption of the system at a low level after 200 training episodes.

In resource-limited disaster areas, the battery capacity limitation of the UAV will be a
crucial factor in extending the life cycle of the system, so the energy efficiency of the UAV is
an important indicator to verify the effectiveness of the algorithm. In this paper, the three
algorithms are trained for 350 episodes under the same environmental parameters, and
the energy efficiency of the UAVs changes as shown in Figure 5b. As the UAV moves, the
distance between it and the ground user keeps growing closer, the energy consumption
generated in data transmission keeps decreasing, and the energy efficiency is improved
accordingly. Thus, the energy efficiency of the UAVs under the three algorithms continues
to improve as the number of training episodes increases. As can be seen from the figure,
the energy efficiency of the UAV with the DRL-UCTO algorithm is always higher than the
other two baseline algorithms under the same training episodes, and has a stable trend
after 300 training episodes, while the optimization of the energy efficiency of the UAV with
the Greedy algorithm is less satisfactory and remains at a lower level.

(a) (b)

Figure 5. Impact of different algorithms on system energy indicators. (a) System energy consumption
versus training episodes. (b) System energy efficiency versus training episodes.

Figure 6 compares the behavioral policies obtained by the DRL-UCTO algorithm
with other baseline algorithms for different numbers of ground user scenarios. As shown
in the figure, DRL-UCTO shows better performance than other baseline algorithms for
different numbers of user scenarios. With the increase in the number of users, the average
throughput of the system shows an upward trend. However, the number of users becomes
larger, making it impossible for the UAV to approach every user simultaneously, so the
throughput growth is relatively slow. However, the DRL-UCTO algorithm still obtained
higher throughput, and the DQN and Greedy algorithms only obtained suboptimal behav-
ioral policies for the same number of training episodes, which could not be well adapted
to different numbers of user scenarios, proving that the DRL-UCTO algorithm is more
robust. As for the average energy consumption of the system, the DRL-UCTO algorithm
shows a performance closer to the optimal global solution. As the number of ground users
increases, the state space to be considered by the three algorithms further increases, and
the difficulty of making behavioral decisions increases accordingly, leading to a rise in the
average energy consumption of the system. However, the DRL-UCTO algorithm shows
a slower growth trend than the other baseline algorithms, while the DQN and Greedy
algorithms show comparable performance results. Because both the DQN and Greedy
algorithms are suboptimal policies leading to significant variations in the results.
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(a) (b)
Figure 6. Comparison of system average throughput and average energy consumption under a
different number of user scenarios. (a) System average throughput versus number of users. (b)
System average energy consumption versus number of users.

In addition, we compare the DRL-UCTO algorithm with the DQN algorithm and the
Q-learning algorithm described in [38] under a scenario with 30 users to explore the effect
of deep reinforcement learning versus traditional reinforcement learning on the average
energy consumption of the system. As shown in Table 3, S and A denote the state and action
space size, respectively, and T denotes the number of time slices for each training episode.
It can be seen that the complexity of the deep reinforcement learning algorithm is higher
than that of the traditional reinforcement learning algorithm, because deep reinforcement
learning uses deep neural networks instead of Q-tables in Q-learning. It overcomes the
difficulty for traditional reinforcement learning to adapt to high-dimensional state spaces,
but it also leads to an increase in the complexity of the algorithm. Deep reinforcement
learning avoids the problem of dimensional explosion and has stable performance over
a large state space. Therefore, the average energy consumption of the DRL-UCTO and
DQN algorithms is lower than that of the Q-learning algorithm in scenarios with a higher
number of users.

Table 3. Comparison of DRL-UCTO with other reinforcement learning algorithms.

Algorithm Complexity Average Energy
Consumption (KJ)

DRL-UCTO O(SAT) 76.68
DQN O(SAT) 85.51

Q-learning O(SA) 89.47

This paper next explores the impact of deploying different numbers of UAVs in the
same environment on the energy consumption of the system, as shown in Figure 7. It
can be simply seen that as the number of UAVs deployed in the system increases, the
energy consumption generated by the system also grows, because deploying more UAVs
in the system requires correspondingly more energy to be consumed for the propulsion
energy overhead generated by maintaining the UAVs in flight. The energy consumption
of DQN and Greedy algorithms grows faster as the number of UAVs increases, especially
the DQN algorithm, because it is prone to overestimation problems that lead to excessive
UAV exploration in areas without ground users, thus causing the UAV to spend more
energy on flight overheads. On the contrary, the DRL-UCTO algorithm can quickly move
the UAV to the area of the ground user to complete the task-offloading requirements of
the user due to its stable action selection policy. As a result, the DRL-UCTO algorithm
generates relatively low energy consumption and grows more slowly, which means that the
DRL-UCTO algorithm is more adaptable and stable than the other two baseline algorithms.
Deploying more UAVs in the system will lead to an increase in energy consumption, but it



Appl. Sci. 2023, 13, 4724 17 of 19

will likewise result in an effective increase in the computing power of the system, which
can provide stronger task-offloading services to ground users.

Figure 7. Impact of deploying different numbers of UAVs on system energy consumption.

6. Conclusions

In this paper, we propose a UAV cluster-assisted task-offloading model for disaster
scenarios, by adopting UAV clusters as aerial mobile edge servers to provide task-offloading
services to ground users. Moreover, we model the optimization problem of system energy
efficiency as a Markov decision process, and convert the optimization objective from
maximizing energy efficiency to maximizing reward value. Finally, we propose a deep
reinforcement learning-based UAV cluster-assisted task-offloading algorithm (DRL-UCTO)
to jointly optimize UAV flight trajectories and task-offloading policies. The simulation
experimental results show that the DRL-UCTO algorithm improves the energy efficiency of
the UAV-assisted task-offloading system by 79.6% and 301.1% compared to the DQN and
Greedy algorithms, respectively.

In future work, we consider reducing the number of task passes by optimizing the
routing between multiple UAVs to further improve the transmission efficiency of UAVs.
Meanwhile, we will explore the extended applications of UAVs in more scenarios.
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