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Abstract: This paper aims to increase the accuracy of Kazakh handwriting text recognition (KHTR)
using the generative adversarial network (GAN), where a handwriting word image generator and an
image quality discriminator are constructed. In order to obtain a high-quality image of handwritten
text, the multiple losses are intended to encourage the generator to learn the structural properties of
the texts. In this case, the quality discriminator is trained on the basis of the relativistic loss function.
Based on the proposed structure, the resulting document images not only preserve texture details but
also generate different writer styles, which provides better OCR performance in public databases.
With a self-created dataset, images of different types of handwriting styles were obtained, which will
be used when training the network. The proposed approach allows for a character error rate (CER) of
11.15% and a word error rate (WER) of 25.65%.

Keywords: optical character recognition; generative adversarial network; character error rate; word
error rate

1. Introduction

A large number of manuscripts have been collected over the years and continue
to be written today. They have many applications and require automatic processing.
Handwritten texts are still widely used in many fields, such as healthcare, library work,
personnel management, archives, and other fields. The need to make them available in
modern information exchange and search systems is growing. Automation greatly reduces
the labor involved in processing correspondence and surveys, as well as transcribing
historical manuscripts. The current OCR seems to be advanced enough to handle printed
text [1–3], but the handwriting recognition system (HTR) still needs improvement.

The differences between handwritten Cyrillic Kazakh and handwritten Latin Kazakh
are less pronounced than the differences between the printed versions. However, there are
still some differences in the way the characters are written. Handwritten Cyrillic Kazakh
tends to be more angular and blocky, while handwritten Latin Kazakh is more cursive and
rounded. In recent years, there has been a movement to switch from Cyrillic Kazakh to the
Latin script. The Kazakh government has set a goal of fully transitioning to the Latin script
by 2025, citing the Latin script’s familiarity and ease of use as reasons for the change [4,5].

While there is a movement to transition to the Latin script, Cyrillic Kazakh will
continue to be used for some time and is an important part of the Kazakh cultural heritage.

Handwritten text has several characteristics related to variability both in class and
outside of class: different instances of the same word written by different people may look
different, while the same character written by the same author may look different. It varies
depending on the context in which it is written. We attribute this gap to the lack of fully
annotated manuscripts and the difficulty in obtaining them. In this article, we attempt to
fill this gap by creating a general-sized visual text, reducing the need for annotations, and
enriching the diversity of training data in both style and vocabulary.
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The Generative Adversarial Network (GAN) is an effective way to solve this problem.
GANs offer the right way to learn deep concepts without extensive use of labeled learning
data. This approach has caught the attention of many computer vision researchers because it
allows them to generate large amounts of data without accurately changing the probability
density function (PDF). In GAN, the generative model is evaluated using a competitive
process in which generating and discriminating networks are trained simultaneously. The
generator learns to extract reliable data, and the discriminator learns to distinguish fake
data generated by the generator from real data patterns. Considering the fast growth of
GANs over the past few years and their use in various fields, these networks need to be
carefully studied.

This article presents the main concepts of GAN, compares several models of deep
SOTA generation, and explains the evaluation indicators used in the literature and the prob-
lems associated with GAN. Moreover, the most notable GAN architectures are classified
and discussed.

2. Materials and Methods

Generative adversarial networks (GANs) are part of the group of generative models.
Generative models attempt to learn a probability density function from a training set and
then derive new models from that distribution. GAN created new data in a synthetic way,
similar to real data, by comparing two neural networks (a generator and a discriminator).
The generator tries to determine the actual distribution of the data to create new models [6].
In [7], the authors show how generative modeling using GAN architectures can be used to
reproduce small galaxy image datasets.

GAN’s field of application has also expanded. In paper [8], an overview of GAN and
applied solutions are presented that are interesting for researchers in the fields of computer
vision and artificial intelligence in relation to healthcare tasks. Ref. [9] offered GAN
analysis and applications that are important for computer vision and artificial intelligence
researchers in an applied form. Examples of the use of the GAN are given, such as
image classification and transformation, image fusion and image insertion, image-to-image
conversion, maximum resolution, and point capture.

Recently, there has been a lot of literature describing various methods related to deep
learning that have shown good results in image segmentation. One of the most promising
directions in this field is the use of a GAN, in which an image generator of handwritten
words is constructed. In the work [10], the problem of generating plausible (difficult to
separate from real) X-ray images of a normal human chest is considered. This problem is
solved using generative-adversarial neural networks (generative adversarial nets). The
degree of plausibility of the results obtained is assessed both visually and quantitatively by
comparing image structure descriptors based on local binary patterns.

Data collection is a complex and expensive process, and subsequent labeling becomes
even more difficult. One affordable way to reduce the burden of annotating data is through
supervised learning. In addition to labeled data, semi-tracked methods use some unlabeled
patterns to improve performance over fully-tracked methods. Thus, these methods can
adapt to patterns that are not visible during testing. The paper [11] introduced scrabblegan,
a semi-supervised approach to synthesizing handwriting images common in both style
and vocabulary. The scrabble game is based on a new generative model that allows the
creation of word images of any length [12]. Handwritten text recognition (HTR) has been
proposed that outperforms current methods. The results were compared with the three most
commonly used datasets in HTR tasks: Ben-tham, IAM, and Saint Gall. In addition, results
were presented for two recently introduced datasets: the Peter the Great manuscripts and
the HKR dataset. The neural network architecture allows for the handwriting recognition
tasks of modern and historical documents in different languages. In our paper, consider
the recognition task—partially supervised learning. There are different approaches and
algorithms to solve the problem of partially supervised learning. In this problem, only a
part of the objects in the original sample have known class labels; it is required to classify
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either the existing unlabeled objects or to form a decisive rule for the recognition of new
objects. This problem is relevant for the following reasons: As a rule, unlabeled data
are “cheap” (in the case where determining the class to which objects belong is a costly
procedure); using unlabeled data together with labeled data allows one to attract additional
information, which can significantly increase the level of learning [13].

The work is aimed at improving the accuracy of handwritten text recognition in the
Kazakh language. Recently, the scientific works of many scientists have been published
aimed at handwriting recognition and signature verification. In the paper [14], the au-
thors propose a decision support system for the forensic analysis of dynamic signatures,
while [15] other scientists propose a two-level ensemble approach for online verification of
the signature, depending on the author. In [16], the authors propose an online signature
verification system based on the extraction of composite features and shared convolution
by depth. The methods used in these works vary, but all of them are based on machine
learning algorithms to improve the accuracy of handwriting recognition and signature
verification.

In the paper [17], the author presents the architecture of a handwriting recognition
neural network model that can be trained to recognize complete handwritten or typed
text without segmentation of the image. Based on the image-to-sequence transformation
architecture, however, it is able to retrieve the texts present in the image and then position
them correctly with no restrictions on the focus, location, or size of the text elements.

Image recognition plays a vital role in different areas, such as gesture recognition [18],
autonomous tomato harvesting [19], medicine issues [20], image steganography [21], and
remote sensing [22]. Image recognition and handwriting recognition neural networks
face challenges related to the variability and complexity of the input images. To address
these challenges, researchers often use similar techniques in both image and handwriting
recognition, such as convolutional neural networks (CNNs) and recurrent neural networks
(RNNs).

The article proposes a reconstruction of floor plans from point clouds within rooms,
and the method employs a generative adversarial network in order to study a complex
distribution of floor plan schedules and transform partial room masking into more regular
segmentation areas [23].

The aim of the study is to prepare a model for the generation of handwritten text in the
Kazakh language and to calculate its metrics. This model is used to improve the accuracy
of the handwritten text recognition model.

To achieve the goal, the following objectives were formulated:

- To train a generative adversarial network with different loss functions, experimental
determination hyperparameters, and formulation;

- To compare CER and WER metrics of handwritten text recognition models after
training with generated data.

2.1. Loss Functions of GAN Models

The loss functions express the discrepancy between the trainable model’s predictions
and the actual problem instances. If the deviation between the predicted result and the ac-
tual result is too large, then the loss function will have a very high value. Gradually, with the
help of some optimization functions, the loss function learns to reduce the prediction error.

Typeface classifier loss is a font classifier pre-trained on synthetic images and frozen
during the training of the entire architecture. The classifier gives the generator gradients
during training to better understand the essence of fonts. This loss aims to reduce the
differences in font between the generated and target images.

Discriminative loss. While the discriminator is trained, it classifies both the real data
and the fake data from the generator. It penalizes itself for misclassifying a real instance as
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fake or a fake instance (created by the generator) as real by maximizing the below function.

∇θd

1
m

m

∑
i=1

[
log D(x(i)) + log(1−D(G(z(i))))

]
(1)

log(D(x)) refers to the probability that the generator is correctly classifying the real image;
maximizing log(1 − D(G(z))) would help it correctly label the fake image that comes
from the generator. ∇ is the stochastic gradient, θd is a hyperparameter of a multilayer
perception that represents a differentiable function G(z; θd) that maps input noise z to
data space.

Generator Los. When the generator is trained, it receives random noise and generates
the output of that noise. The output then passes through a discriminator and is classified
as “true” or “false”, depending on the discriminator’s ability to distinguish one from the
other. The generator loss is then calculated based on the discriminator’s classification; if
it effectively fools the discriminator and is otherwise penalized, it is rewarded. The next
equation boils down to training the generator.

log(D(x)) refers to the probability that the generator is correctly classifying the real
image and maximizing log(1 − D(G(z))) would help it correctly label the fake image that
comes from the generator.

∇θd

1
m

m
∑
i=1

log(1−D(G(z(i))) (2)

Category loss: To create high-quality images of fonts, it is important that models
know not only their own styles but also the styles of other fonts. Thus, models must be
able to learn multiple font styles simultaneously, so registering a symbol before going to
the decoder uses categorical embedding by combining a unique Gaussian noise as a style
embedding. Added the ability to lose multiple class categories to control the discriminator
so that models do not mix styles with each other or create characters other than those
represented, allowing you to predict the styles of created characters.

Pixel-wise loss: the most commonly used pixel loss for generated images and real
images is L2 and L1 distances [24]. Distance L1, not L2, because L1 reduces blurring. The
formulation is below:

<L1 = Ex∈pdata,z∈pinput
‖ x−G(z) ‖1 (3)

2.2. Evaluation Metrics of GAN Algorithms

GAN algorithms are evaluated using a variety of metrics, including the Inception
Score (IS), the Frechet Inception Distance (FID), the Structural Similarity Index (SSIM), and
the Fréchet Distance (FD) [25,26]. The IS measures the quality of the generated images,
while the FID and the SSIM measure the similarity between the real and generated images.
The FD measures the similarity between the distributions of real and generated images.
Additionally, GAN algorithms can be evaluated using user studies or metrics such as the
Human Visual System (HVS) or classification accuracy.

The Inception Score (IS) is a metric that measures the quality of generative models,
specifically synthetic images output by generative adversarial network models. It is based
on a convolutional network and is calculated by taking the mean of the KL-divergence [27]
between the predicted label distributions for a set of generated images and the label
distributions for the ground truth. The quantitative evaluation of IS is calculated with
the equation

I = exp(ExDKL(p(y|x)||p(y))) (4)

where x denotes one generated sample and y is the label predicted by the model.
The Frechet Inception Distance (FID) is a metric used to measure the similarity between

two sets of images. The FID score is calculated by comparing the statistics of the feature
representations of the two image sets. The lower the FID score, the more similar the
two image sets are considered to be. Frechet distance is used to compute the distance
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between two “multivariate” normal distributions. For a “univariate” normal distribution,
the Frechet Distance is given as,

d(X, Y) = (µX − µY)
2 + (σX − σY)

2 (5)

where µ and σ are the mean and standard deviation of the normal distributions, and X
and Y are two normal distributions. In common, the FID metric is the squared Wasserstein
metric between two multidimensional Gaussian distributions: N(µ, Σ), the distribution of
some neural network features of the images generated by the GAN, and N(uw, Σw), the
distribution of the same neural network features from the “world” or real images used to
train the GAN:

FID =‖ µX − µY ‖ 2 − Tr

(
∑
X
+∑

Y
−2
√

∑
X

∑
Y

)
(6)

where X and Y are the real and fake embeddings assumed to be two multivariate normal
distributions. µx and µy are the magnitudes of the vectors X and Y. Tr is the trace of the
matrix and ∑X and ∑Y are the covariance matrix of the vectors.

The Structural Similarity Index (SSIM) is an index designed to assess visual differences
between people instead of numerical errors. This is because human vision specializes in
extracting structural information from images, so distortion of structural information has a
large impact on perception. Using this approach, image quality is evaluated based on three
variables: luminance, contrast, and structure. These three methods are based on the fact
that they have the greatest impact on the human visual system [28]:

l(x, y) =
2µxµy + C1

µ2
x + µ2

y + C1
(7)

c(x, y) =
2σxσy + C2

σ2
x + σ2

y + C2
(8)

s(x, y) =
σxy + C3

σxσy + C3
(9)

where l(x, y), c(x, y), and s(x, y) represent brightness, contrast, and the structure of an
image, respectively. C1, C2, and C3 are weighting constants to prevent denominators from
being zero. C1, C2, and C3 are weighting constants to prevent denominators from being
zero. It is in general expressed as C1 = (K1L)2 and C2 = (K2L)2, and the nominal values
are given by K1 = 0.01, K2 = 0.03, and L = 255, respectively. Moreover, µ and σ denote the
mean value and standard deviation defined as follows, respectively:

µx =
1
N

N

∑
i=1

xi (10)

σx =

(
1

N− 1

N

∑
i=1

(xi − µx)
2

) 1
2

(11)

where N is the overall number of pixels, and µx and σx are the average value and standard
deviation of x, respectively. In addition, σxy is the variance of the covariance between x and
y, determined as follows:

σxy =
1

N− 1

N

∑
i=1

(xi − µx)(yi − µy) (12)



Appl. Sci. 2023, 13, 5677 6 of 13

Note that C3 = C2/2. Then, the structural similarity index measure is defined as follows:

SSIM(x, y) = l(x, y)× c(x, y)× s(x, y) =

(
2µxµy + C1

)(
2σxy + C2

)
(µ2

x + µ2
y + C1)(σ2

x + σ2
y + C2)

(13)

3. Results
3.1. Kazakh Handwritten Dataset Description and Presettings

For evaluation of the proposed approach, we use the dataset that was previously
collected and annotated and was presented in the paper [29]. Handwritten texts were
collected from 135 local authors. To collect images, authors are invited to write texts in
Kazakh from various sources. Collected handwritten images were scanned and saved in
PNG format. In this work, we used a word-labeled annotation format where words were
cropped by their bounding boxes (Figure 1).
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Figure 1. Example of handwritten text with their annotations: bounding boxes—coordinates of
words, numbers—IDs of words.

Our strategy for dividing the data set into training and test sets was to randomly
select rows from each page. 80% was allocated to training and 20% to testing. This
method of randomization generates a good variety of training data and, therefore, a good
representation of the data, which is important for model building. The total training sample
was 3425 lines containing 45,211 words and 234,576 characters, and the test sample was
685 lines containing 12,312 words and 77,713 characters.

The experiment was conducted on a PC with an Intel Core i7 12.90 GHz × 16, a
NVIDIA RTX3060 12 GB GPU, and 32 GB of memory. The PC runs the Ubuntu 20.04.5 LTS
operating system, and the deep learning framework used is PyTorch 1.9.0.

3.2. Parameters of Proposed Models

In our experiments, we use the three models with different loss functions and evalute
them using CER and WER metrics.

Experiment 1. In this experiment, we train the TextStyleBrush model [30]. The model
consists of 7 layers, including 5 loss grids. The content encoder and style encoder are both
ResNet34 backbones. Moreover, the text is not presented in the form of encoded letters
but simply as a separate picture; it is printed on a white background using a standard font.
Style mapping network—the mesh transforms the style encoder’s output vector into many
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individual vectors. Then they are fed on different layers to the input of the generator as
parameters in the AdaIN layers [31].

AdaIN(z,α,β) = α

(
z− µ(z)
σ(z)

)
+ β (14)

where z ∈ F (the combination of the calligraphic style attributes and the textual content
information character-wise), µ and σ are the channel-wise mean and standard deviations.
The global content information is injected four times (p = 4) during the generative process
by the AdaIN layers. Their parameters α and β are obtained by splitting fc into four pairs.

x = H(t, Xi) = G(C(t), S(Xi)) = G
(
g1
(̃
t
)
, g2
(̃
t
)
, S(Xi)

)
, (15)

where t̃ = [e(c); ∀c ∈ t] is the encoding of the string t. This allows the generator to
better capture the style of the image at different levels. The generator is StyleGAN [32],
which the authors of the article have modified in such a way that it accepts as input the
results of two encoders: text and style. The output generator, in addition to the picture,
predicts a text mask, which is then used in losses (there is no markup for masks; the grid
itself learns to predict them). These masks help the architecture better separate text from
background/style. The network architecture seems overly complicated, and if you need to
fix something, you will have to tune the mesh to adjust for the large number of components
inside. Due to its architecture, TextStyleBrush can only generate styles/handwriting of
which there are already examples and cannot create completely new examples or some
kind of “averaging” of existing ones. Only one picture as the input style and one picture as
the output with the same style and new text. The input generator takes text as a picture
printed in a simple font on a white background and then upscales it. Additionally, the
classifier of standard printed fonts acts as one of the losses. This architecture is more suited
to generating images with printed text than with handwritten text.

Experiment 2. We further train neural networks with an architecture based on GanWriting [32].
The content encoder takes the text as a one-hot matrix (unlike the TextStyleBrush, which
rendered the text in a standard font on a white background), then the encoder is divided
into two heads, g1 and g2. The output of g1 is connected to the output of the style encoder,
and such a combined tensor is already fed into the input of the generator, which then
upscales it into the resulting image. The output content vectors of the g2 head are fed to
the generator at its four levels in the AdaIN layers (whereas in the TextStyleBrush, the style
was passed into the generator).

Experiment 3. In this experiment, we use the architecture of the ScrabbleGAN [11]—a
model that is simpler than the ones we have specified before. There is only a generator,
discriminator, and OCR. A little about the architecture: one-hot text is multiplied by a
random noise vector, passes through linear layers, and is then upscaled by a generator
BigGAN model [33]. The noise vector is responsible for the style of writing: handwrit-
ing/thickness/italics, and so on. The generated image is fed into the discriminate input,
which helps to improve the overall quality of the image, and to a recognizer (OCR), which
makes the text readable. The authors of the article store only convolutional layers in OCR
models for the reason that recurrent ones can learn the implicit language model of the
data set and predict the correct description of words, while in the picture it is written
erroneously (implicit language model in LSTM for OCR). This can get in the way when
OCR is used as part of the GAN architecture, because here OCR should read exactly the
text that the generator wrote without thinking it through. In the table, the results of each
model with different losses.

For all models, we use the Adam optimizer with β1 = 0 and β2 = 0.8 for training.
By default, the learning rate for the discriminator is 0.0004, and the learning rate for the
generator is 0.0001.

As shown in Table 1, the model ScrabbleGAN achieves the best IS, FID, and SSIM
scores among all generative models.
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Table 1. Comparing the influence of different loss functions on GAN models’ results.

Model IS FID SSIM

TextStyleBrush 35.24 32.11 0.2

GanWriting 49.33 29.23 0.38

ScrabbleGAN 51.21 20.14 0.43

The model significantly improves the best published Inception score from 35.24 to
52.21. We found that different loss functions help improve classifier sensitivity to imperfect
GAN outputs. Accordingly, as generative modeling technology advances in the future to
generate better reconstructions, similar GAN upscaling and merging strategies may lead to
even greater improvements.

From the results of images generated on the TextStyleBrush, GanWriting, and Scrab-
bleGAN models, it appears that TextStyleBrush generates an image with little handwriting
variation, which is very important for the OCR model. GanWriting has difficulty with
similar letters such as “м”, “ш”, “щ”. ScrabbleGAN is very good in terms of handwriting
variation, but there are certain difficulties with capital letters; this is due to the fact that
their ratio was very small in the dataset. In the next experiment, we will use only the
ScrabbleGan model for generating images due to the model’s good results (Figure 2).
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Experiment 4. The purpose of the experiment is to evaluate how our data generation
approach will help improve the accuracy of handwriting recognition on real data depending
on the quantity and quality of images. In this experiment, we present a transformer-based
architecture for handwriting text recognition with a lightweight convolutional encoder
(Figure 3). Transformed-based models use data augmentation techniques to transform the
original dataset into a larger set of training examples [34]. This technique helps improve
the model’s accuracy by reducing overfitting and increasing the diversity of the training
examples. The size of the dataset is a critical factor in determining the performance of
transformed-based models.

To evaluate the model, we use character error rate (CER) and word error rate (WER)
metrics [35]. To assess how much generated data helps for metrics, we conducted several
experiments adding different amounts of data to the real dataset. First, we trained our
model only on real data with a total of 45,211 words. After that, we generated an image
by adding 30%, 50%, and 100% for the number of each word in the dataset; in total, we
obtained 14 k, 22 k, and 44 k generated images of words, respectively. On different amounts
of data, our model was trained, and the results are shown in the table below.

From Table 2, we can see that the average WER (%) and CER (%) of the trained models
tested on different combinations of datasets. The WER and CER results showed 25.65%
and 11.15%, respectively.
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Table 2. WER and CER results of the model for the different combinations of datasets.

Dataset WER (%) CER (%)

real 45 k 25.65 11.15

real + generated 59 k 23.21 9.24

real + generated 67 k 17.34 9.01

real + generated 89 k 15.21 8.13

WER and CER on real data showed 25.65% and 11.15%, respectively.
As can be seen from Table 2, the results of the trained model with the generated data

show a significant improvement in WER and CER of 10.44% and 3.02%, respectively.
Experiment 5. In this experiment, we tested the accuracy of the model on real data

after training it on the generated data. Below are graphs of the values of the loss function
and the CER (character accuracy rate) metric during the training process (Figure 4). The
CAR (Character Accuracy Rate) metric was calculated for each type of symbol in order
to visually see which symbols the model classifies well and which ones have difficulties
(Figure 5). The average CAR was 82.13%.

Looking at specific examples, you can make sure that the model copes even with
hard-to-read handwriting options (Figure 6).

On the test dataset, the model achieved results of 17.11% CER. The obtained results are
sufficient to use the models in projects that do not require absolute accuracy. Additionally,
it is worth remembering that applying post-processing techniques to the strings received
from the neural network can increase the accuracy by another couple of percent (mostly
when working with dictionaries, since many words are more or less known and the output
of the sequence of letters is rarely random).

We were not able to objectively compare the accuracy of the model with other works
due to the lack of work on handwriting recognition, specifically in the Kazakh language.
Because of this, we compared them with works for Cyrillic handwritten Russian recognition,
as they are similar with the exception of some characters (ә, ң, i, ғ, ү, ұ, h, ө).

According to the experimental result, our model outperforms other approaches with
17.11% CER in the test set of our dataset (Table 3).
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Table 3. Comparative results.

Methods Accuracy (%) CER (%)

(Shonenkov et al., 2021) [12] 75.88 21.54

(Hamada et al., 2019) [36] 73.32 27.96

Our proposed method 78.17 17.11
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4. Discussion

One approach that can be used to improve the accuracy of Kazakh handwriting
recognition is the use of generative models such as generative adversarial networks (GANs).
These models can be trained on a small dataset of Kazakh handwriting samples to create
synthetic images that resemble real handwriting. In this work, three neural networks were
trained, and their discriminators and error functions were also studied. After increasing
the date set by 100%, the accuracy of the model on 9434 test data points reached a value of
87.3%, which is a good result.

Once trained, generative models can be used to augment the training data by increas-
ing the variety and number of training samples. This can help improve the reliability of the
recognition model, allowing it to better handle changes in handwriting style and quality.

In addition, generative models can also be used for data augmentation techniques
such as style transfer. This includes converting the handwriting style of the sample to
another style and generating additional training data that covers a wider range of Kazakh
handwriting variations.

Finally, generative models can be used to synthesize additional training data for classes
with a small number of examples. This can be especially useful in cases where there is
limited training data, which is often the case for less frequently used characters or words in
Kazakh handwriting.

In general, the use of generative models to improve the recognition accuracy of the
Kazakh manuscript has great potential. Using the capabilities of generative models, we can
create more diverse and extensive training data that better reflects the nuances of Kazakh
handwriting, which leads to improved recognition performance.

The study may offer a start on new architectures of neural networks for handwriting
recognition, which will use GAN models for data augmentation already in the training
phase. This is confirmed by the results of several experiments.

5. Conclusions

The results obtained allow us to state that generative-adversarial networks can be
used to solve the problem of Kazakh handwriting recognition. The results showed that
the proposed GAN-based model was able to improve the accuracy of Kazakh handwriting
recognition by 11% compared to traditional recognition methods.

The paper discussed the problems of optical character recognition for Kazakh hand-
writing, including the lack of a standardized writing system and a wide variety of writing
styles. The authors propose a GAN-based approach to generate synthetic Kazakh hand-
writing samples that can be used to train an OCR system. The GAN model is trained using
a large dataset of real Kazakh handwriting samples to generate synthetic handwriting-
like samples.

The authors evaluated the proposed approach using the Kazakh handwriting dataset
and compared it with traditional OCR methods. The results of the experiment showed
that the proposed approach significantly improved the accuracy of recognition of Kazakh
handwriting. The study also presents a detailed analysis of the results and discusses the
limitations of the proposed approach.

In conclusion, the paper shows that GANs can be an effective tool to improve the accu-
racy of OCR for Kazakh handwriting recognition. The proposed approach can be applied
to other languages and handwriting styles to improve the accuracy of optical character
recognition. The study provides valuable insights into the use of GANs for OCR and may
be useful to researchers and practitioners working in the field of handwriting recognition.
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