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Abstract: The application of artificial intelligence (AI) in the analysis of molecular biology data is
becoming increasingly widespread. The Western Blot (WB) technique, a cornerstone in proteomic
research, facilitates the identification and analysis of proteins, such as the frameshift mutant of
ubiquitin B (UBB+1). In our study, we attempted to assess the potential of four different AI models—
Gemini, Gemini Advanced, Microsoft Copilot, and ChatGPT 4—in the analysis of WB imagery
containing UBB+1, derived from peripheral blood studies of patients suffering from schizophrenia.
Participants, all male and diagnosed with schizophrenia, were recruited from the Specialist Psychiatric
Care Team of Babinski Hospital in Lodz. After obtaining their informed consent, blood samples were
collected and transported to the laboratory of the Department of Medical Biochemistry at the Medical
University of Lodz. The samples were processed, synthesis of Ub-48UBB+1 dimers was performed,
and the WB technique was applied. The result of the WB analysis, in the form of a photograph with
basic labels but without a legend (JPG format), was implemented into ChatGPT 4, Microsoft Copilot,
Gemini and Gemini Advanced. Following the implementation of the image, the command ‘Could
you analyze the attached photo?’ was added, along with the protocol from Sample Preparation and
Synthesis of Ub-48UBB+1 Dimers. The AI models effectively analyzed and interpreted WB images,
with variations in their approaches and depth. Gemini excelled in detailing the WB process and
biological significance of bands, while Gemini Advanced focused on specific band identification,
especially Ub-48UBB+1 dimers. Microsoft Copilot provided a basic overview with less technicality,
and ChatGPT 4 offered comprehensive band interpretations, linking them to patient samples and
standards, thus confirming the hypothesis about the differing capabilities of these models. This
discovery demonstrates the advanced capabilities of ChatGPT 4 and highlights the growing role of
AI in scientific research, including the interpretation of results.

Keywords: Microsoft Copilot; Gemini; ChatGPT 4; Western Blot; ubiquitin; UBB+1; artificial intelli-
gence; schizophrenia

1. Introduction

The application of artificial intelligence (AI) in the analysis of molecular biology data
is becoming increasingly widespread, as reflected in numerous studies and practical appli-
cations [1,2]. A significant example of AI application in molecular biology is the analysis of
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results obtained using the Western Blot (WB) technique, one of the fundamental research
methods in proteomics [3]. Despite its utility, WB analysis faces several challenges, includ-
ing variability in gel electrophoresis conditions, differences in antibody specificity and
affinity, and the subjective interpretation of results. These factors can lead to inconsistencies
in data analysis, underscoring the need for more objective and reproducible approaches.

In recent years, there has been a heightened interest in utilizing AI models in various
fields, including medicine [4]. The advancement of AI technology, especially following
the release of the ChatGPT model version 4 by OpenAI, has significantly contributed
to progress in research on the application of language models in the biological sciences
sector [5]. The recent enhancement of ChatGPT’s capabilities to include image analysis [6]
has opened new perspectives in the interpretation of biological data. However, there is
still a need for further research into the use of these models in the analysis of molecular
research results.

Microsoft Copilot, unveiled by Microsoft on 7 February 2023, represents an innovative
implementation of an advanced language model in the form of a chatbot. This system can
generate creative content, including poetry and music, utilizing the Suno AI plugin [7].
Its introduction marked a pivotal element in Microsoft’s strategy for artificial intelligence,
replacing its earlier digital assistant, Cortana [8]. From 21 September 2023, as part of a
rebranding process, all versions of this tool were unified under the name Microsoft Copilot.
In December 2023, Copilot was integrated into numerous Windows 11 installations and
a limited number of Windows 10 systems. The expansion of Copilot’s functionalities
emphasizes the growing role of artificial intelligence in Microsoft’s product offerings and
its significance in future technological development.

The Gemini and Gemini Advanced models, developed by Google AI, constitute
two distinct iterations in the realm of large language models (LLMs), differing in terms of
size, capacity, and scope of capabilities. With 137 billion parameters, the Gemini model is a
smaller model designed for rapid text generation and efficient operation on devices with
limited computational power. Its primary applications include generating responses to
questions, creating text summaries, language translation, and crafting brief creative content.
This version focuses on the fundamental functions of LLMs, offering greater accessibility
and operational speed [9].

Meanwhile, Gemini Advanced is a significantly larger model, providing higher pre-
cision and detail in text generation. This model extends the capabilities of standard LLM
tasks, including writing code, generating scripts, creating music, and composing emails
and letters. Gemini Advanced targets more complex applications requiring deep contextual
understanding and advanced content analysis [10].

The WB technique, pivotal in proteomic research, allows for the detection and analysis
of proteins, including the mutated ubiquitin protein UBB+1, which arises from an incorrect
reading of the genetic code, leading to the formation of a specific molecular “tail” [11].
The significance of this technique is particularly important in the context of schizophre-
nia, as numerous studies indicate a connection between ubiquitin dysfunctions and the
pathomechanisms of this disease [12]. Addressing the challenges in WB analysis, such as
variability and subjectivity, with AI could significantly enhance the accuracy and reliability
of these studies.

In our study, we attempted to assess the potential of four different AI models—Gemini,
Gemini Advanced, Microsoft Copilot, and ChatGPT 4—in the analysis of WB imagery con-
taining UBB+1, derived from peripheral blood studies of patients suffering from schizophre-
nia. The central focus of the research was the hypothesis that all these AI models would be
capable of conducting fundamental analysis and interpretation of the WB image, identi-
fying key elements such as the presence and characteristics of individual protein bands,
and understanding the fundamental steps of the WB procedure upon receiving a detailed
description of its execution. However, we hypothesized that the degree of accuracy, depth
of technical details, and the biological context in applying WB results may vary among
the models. This study aimed to evaluate to what extent advanced AI tools can support
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analysis and interpretation of data in biomedical research, particularly in the context of
complex techniques like WB. Incorporating AI into the interpretation of molecular biology
data presents a promising avenue towards more objective analysis. By leveraging AI
technologies, we can significantly reduce the dependency on subjective human observa-
tion, potentially minimizing biases inherent in manual data interpretation. AI algorithms
are adept at consistently applying predefined criteria to analyze and interpret complex
datasets obtained from techniques such as WB. As AI technology continues to evolve, its
application in the field of molecular biology promises to revolutionize our approach to data
interpretation, opening up new possibilities for discoveries and advancements in the field.

2. Materials and Methods

The study participants were recruited within the Specialist Psychiatric Care Team of
the Babinski Hospital in Lodz from June 2018 to December 2019. The entire procedure was
approved by the Bioethics Committee of the Medical University of Lodz in accordance
with decision number RNN/208/17/KE. Each participant expressed informed consent to
participate by signing the appropriate form and agreed to use their biological material for
molecular research purposes.

The study exclusively included men previously diagnosed with schizophrenia, aged
over 18 years, who voluntarily agreed to participate (n = 32). The control group consisted
of men who were not diagnosed with a chronic disease, also over 18, who expressed their
willingness to participate in the study (n = 8). Exclusion criteria included: age below
18 years, a primary psychiatric diagnosis other than schizophrenia, severe neurological
and medical pathologies, an unstable clinical condition of the patient, severe symptoms
of Parkinson’s disease, significant sensory impairments, acute cognitive disorders, lack
of signed informed consent to participate in the study, or lack of understanding of the
information regarding the objectives and conditions of the study. After signing informed
consent for participation in the study and consent to use biological material for molecular
research, peripheral venous blood samples on EDTA were collected and transported to the
laboratory of the Department of Medical Biochemistry, Medical University of Lodz.

2.1. Sample Preparation

Venous blood samples from patients were collected in tubes containing K3-EDTA.
The collected samples (600 µL) were homogenized using a TissueRuptor homogenizer
(QIAGEN, Hilden, Germany) at maximum speed for 30 s. Subsequently, the samples were
centrifuged at 18,000× g at 4 ◦C for 30 min. The supernatant was collected, and the samples
were concentrated with the addition of trichloroacetic acid (20%). After acid addition, the
samples were incubated at 4 ◦C for about 30 min and then centrifuged at 13,000× g for
15 min at 4 ◦C. The supernatant was removed and the protein pellet was resuspended in
500 µL of acetone. After acetone washing, the samples were centrifuged at 13,000× g for
15 min at 4 ◦C. The supernatant was removed, and the pellet was resuspended in 75 µL of
2× PLD (protein loading dye).

A 10 µL amount of each sample was subjected to electrophoresis in a 15% SDS-PAGE
gel. After electrophoretic separation, the proteins were transferred to a nitrocellulose
membrane (Thermo Scientific, Waltham, MA, USA) in a Mini-PROTEAN chamber (Bio-
Rad, Tokyo, Japan) for 60 min at a constant voltage of 100 V. The prepared membranes
were washed for 3 × 5 min in TBST buffer. After washing the membranes, the proteins
were incubated with the primary anti-Ub+1 antibody (40B3) (Santa-Cruz, Santa Cruz, CA,
USA) at a dilution of 1:1000 for 60 min at room temperature with gentle shaking. After
the incubation, the membranes were washed for 3 × 5 min in TBST buffer and incubated
with the secondary mouse antibody Peroxidase AffiniPure Goat IgG (H + L) (Biokom, Pécs,
Hungary) at a dilution of 1:50,000 for 45 min with gentle shaking. After the incubation, the
membrane was washed for 3 × 5 min in TBST and then placed in ECL Western Blotting
Substrate (PierceTM, Waltham, MA, USA) solution to induce a luminescence reaction and
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protein detection. After incubation (5 min), detection and visualization were carried out
using a Chemi-Doc device (Bio-Rad, Tokyo, Japan).

2.2. Synthesis of Ub-48UBB+1 Dimers

For the synthesis of Ub-48UBB+1 dimers, the following proteins were used: His-UBB+1

and UbK48R/K63R. The enzymatic synthesis was carried out using enzymes 500 nM Uba1 and
20 µM E2-25K (Boston Biochem, Cambridge, MA, USA), in reaction buffer (50 mM TRIS pH
8.0, 15 mM MgCl2, 20 mM creatine phosphate 1.2 U/mL inorganic yeast pyrophosphatase,
1.2 U/mL creatine phosphokinase), 20 mM ATP with the addition of 4 mM TCEP according
to the protocol [13]. The reaction was carried out at 30 ◦C for 24 h. After the enzymatic
reaction, the obtained dimers were purified on a HisTrap 5 mL column (Cytiva, Tokyo,
Japan) in affinity chromatography binding buffer (20 mM PB, 200 mM NaCl, 10 mM
imidazole, pH 7.4). In affinity chromatography elution buffer (20 mM PB, 200 mM NaCl,
250 mM imidazole, pH 7.4) gradient, the Ub-48UBB+1 fraction was obtained. To refine
the purification process, the dimer was subjected to chromatographic purification using
a Superdex 75 16/60 column (Cytiva, Tokyo, Japan) in PBS pH 7.4. The presence of the
reaction product was confirmed by SDS-PAGE polyacrylamide gel electrophoresis.

2.3. Application of the AI Model

The result of the WB analysis, in the form of a photograph with basic labels but
without a legend (JPG format), was implemented into ChatGPT 4, Microsoft Copilot,
Gemini and Gemini Advanced. Following the implementation of the image, the command
‘Could you analyze the attached photo? As additional information, I am attaching the examination
protocol.’ was added, along with the protocol from Sample Preparation and Synthesis of
Ub-48UBB+1 Dimers. The entire analysis is available in File S1 in Supplementary Materials.
The selection of these AI models was strategic, aiming to leverage their distinct capabilities
and areas of expertise. ChatGPT 4 and Microsoft Copilot were chosen for their proven
track record and extensive documentation in scientific literature, which has established
them as reliable tools for complex data interpretation [6,14,15]. On the other hand, the
inclusion of the Gemini and Gemini Advanced models was motivated by their novelty
and the claims of their developers regarding their advanced analytical capabilities [16].
By evaluating both established and emerging AI models, our study aimed to provide a
comprehensive assessment of their utility in enhancing the interpretation of molecular
biology data, particularly in the nuanced analysis required for WB imagery.

2.4. Selection Criteria for AI Tools

The selection of AI models for this study, specifically Gemini, Gemini Advanced,
Microsoft Copilot, and ChatGPT 4, was primarily driven by their distinct capabilities and
the availability of recent enhancements in these models. Our decision to include Gemini and
Gemini Advanced was influenced by their novelty and the recent integration of capabilities
that allow these models to process and interpret image data—a crucial requirement for
the analysis of WB imagery. Gemini, being a new model released this year, presents an
opportunity to assess the latest advancements in AI technologies and their application to
complex biomedical data.

Our criteria for selecting these models also considered the practical need for AI tools
that can interpret visual and textual data effectively, given the complex nature of WB
analyses which often involves the interpretation of both image patterns and contextual
information. The inclusion of Microsoft Copilot and ChatGPT 4 was based on their proven
proficiency in handling and interpreting extensive datasets and generating detailed, con-
textually accurate textual outputs, respectively.
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3. Results
3.1. Results of the WB Analysis

Figure 1 shows the result of a WB analysis focused on ubiquitin conjugates (Ub) and
UBB+1 protein (Ub-48UBB+1), prepared from cellular lysates. The samples underwent a
process involving lysis, centrifugation, TCA protein precipitation, denaturation, SDS-PAGE
electrophoresis, transfer to a nitrocellulose membrane, TBST blocking, incubation with
primary and secondary antibodies, and chemiluminescent detection.
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Figure 1. WB analysis results: peripheral blood proteins in schizophrenia patients and control
group. This analysis compares the control group (K), numbered 005–006, with the schizophrenia
patient group (S), numbered 112–116. The molecular weight marker is labeled ‘M’. Notably, Ub-
48UBB+1 dimer bands are evident on the right, with an absence in the UbWT (wild type) section. The
synthesized Ub-48UBB+1 dimer was also detected, as a positive control for antibodies. The use of anti-
Ub+1 (40B3) antibodies revealed a significant presence of polymeric UBB+1-Ub in both schizophrenia
(S) and control (K) samples. The labels ‘UBB+1’ and ‘48Ub’ denote the sizes of certain ubiquitin-related
proteins. ‘UBB+1’ indicates a ubiquitin B variant, while ‘48Ub’ refers to a polyubiquitin chain linked via
its K48. ‘Ubn-UBB+1’ represents a polyubiquitinated UBB+1 variant (trimer, tetramer, and subsequent
oligomeric states), and ‘-Ub-UBB+1’ indicates a single ubiquitin addition to UBB+1 (dimer).

The results display a control group (K) with numbers 005 to 006 (on the left side)
and an experimental group (S) marked with numbers from 112 to 116. On the right side,
bands of synthesized Ub-48UBB+1 dimer are visible. A lack of bands in the UbWT (wild
type) section was also observed, indicating antibody binding specificity exclusively to
the modified form. The WB analysis included proteins from the peripheral blood of the
control group and patients diagnosed with schizophrenia. Detection using anti-Ub+1

antibodies (40B3) indicates the predominant presence of polymeric forms of Ubn-UBB+1 in
both schizophrenia patients (S) and control samples (K).

On Figure 1, a smear between 25 kDa and 250 kDa corresponds to polychains of Ubn-
UBB+1, 15 kDa to Ubn-UBB+1 dimers, indicating the expression of Ub-UBB+1 conjugates.
This analysis, part of a broader research process, includes the synthesis of Ub-48UBB+1

dimers, with bands indicating specific proteins and their modifications, which is signifi-
cant for understanding biological processes such as protein degradation or DNA repair.
Additional labels on the bands, such as ‘UBWT’, ‘UBB+1’, ‘Ub-48UBB+1’, and ‘Ubn-UBB+1’,
indicate various forms of Ub, with a scale on the left side showing measurements in
kilodaltons (kDa) for assessing protein size.
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3.2. Results of the AI Models Analysis

Comparing the responses from four AI models (Gemini, Gemini Advanced, Microsoft
Copilot, and ChatGPT 4) on the WB analysis, we can discern similarities and differences in
their interpretative capabilities (Figure 2). The entire conversation is available in File S1 in
Supplementary Materials.
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schizophrenia research. The figure details the depth of description of the WB process, the specificity
of the interpretation of individual bands, the context and potential applications of the findings,
the source of the sample and experimental context, and the use of annotations and labels by each
model. The comparison highlights differences in each model’s approach to biological data analysis,
emphasizing their unique features and potential in the field of biomedical research. N/A—no data.

In summary, while all models effectively address the subject of WB analysis and recog-
nize the key elements of the process, there are variations in the depth of their explanations,
the specificity of band interpretations, and the context provided for the experimental setup.
Gemini provides a comprehensive explanation with detailed band interpretation, Gemini
Advanced focuses on specific dimers, Microsoft Copilot gives a general overview, and
ChatGPT 4 offers detailed interpretations with additional context on sample types and
experimental design.

4. Discussion

In our study, we analyzed the responses of four AI models—Gemini, Gemini Ad-
vanced, Microsoft Copilot, and ChatGPT 4—regarding the analysis of WB imagery, affirm-
ing the posited hypothesis. Each AI model demonstrated the ability to conduct fundamental
basic analysis and interpretation of WB images, identifying key elements such as the pres-
ence and characteristics of individual protein bands and describing the fundamental steps
of the WB procedure. Gemini distinguished itself with a detailed description of the WB
process and band interpretation, emphasizing their biological significance. Gemini Ad-
vanced focused on identifying and interpreting specific bands, particularly highlighting
Ub-48UBB+1 dimers. Microsoft Copilot provided a general overview of the WB image,
noting key sections and bands, but with less technical depth. ChatGPT 4, on the other hand,
offered a detailed interpretation of bands in the context of patient samples and standards,
encompassing both biological and technical aspects. The differences in detail and context
among the models were consistent with the assumptions of the hypothesis, allowing it to
be considered confirmed.

Our findings indicate significant differences in the manner of WB data interpretation
by different AI models, which significantly impacts their utility in biomedical research.
Analyzing the responses of the four AI models, notable differences were observed in the
depth of details, specificity of band interpretation, and the context and application of the
provided information.

A fundamental observation is that all models effectively recognize and describe WB
analysis, focusing on identifying specific protein bands. This basic competency in recogniz-
ing key elements of the WB process aligns with the general understanding of molecular
biology techniques trained in AI models. However, differences in the level of accuracy
and depth of interpretation among the models underscore that not all AI tools are equally
effective in delivering the detailed and contextual information necessary for advanced
scientific analysis.

The Gemini model stands out with a detailed description of the WB process and
precise band interpretation, which can be useful in detailed biological and biochemical
studies. This model appears to be more useful in contexts where a deep technical analysis
and understanding of molecular processes are required.

In contrast, Gemini Advanced, focusing on the presence of Ub-48UBB+1 dimers, demon-
strates the ability to identify specific elements in samples, which can be useful in more
targeted studies, such as research on specific protein modifications.

Microsoft Copilot, providing a general overview of the WB process, can be helpful in
educational situations or preliminary analyses, where detailed technical knowledge is not
crucial but a general understanding of the process is still needed.

ChatGPT 4, presenting detailed interpretations of bands in the context of patient
samples and control standards, is particularly useful in clinical and diagnostic research,
where understanding the relationship between bands and specific biological states is key.
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These differences can be attributed to the specific training and architecture of each
model. Each model has been trained and optimized in different contexts, influencing its
ability to process and interpret specific scientific data. For example, models trained on a
broad range of scientific literature may perform better with general interpretations, while
specialized models may excel in identifying and analyzing detailed technical aspects.

In summary, our results indicate that while each AI model can be useful in WB data
analysis, their effectiveness and utility depend on the research context. The choice of AI tool
should be dictated by the specific needs of the study, domain knowledge, and requirements
for technical and contextual depth of analysis.

In the realm of proteomics, the integration of AI has shown significant advancements.
For instance, Mann et al. [17] demonstrated how machine learning, particularly deep
learning, is now capable of predicting experimental peptide measurements from amino
acid sequences alone, a breakthrough that could dramatically improve the quality and
reliability of analytical workflows in proteomics. Similarly, Vishnoi et al. [18] explored the
use of AI and machine learning for protein toxicity prediction using proteomics data, further
demonstrating the versatility of AI in handling complex biological datasets. Additionally,
the study by Cui et al. [19] focusing on protein–DNA/RNA interactions and machine
intelligence tools, reveals the expanding scope of AI applications in understanding intricate
molecular interactions. The escalating challenges in ensuring scientific integrity, particularly
concerning the authenticity of WB images, have been thoroughly examined in recent studies
by Qiet al. and Mandelli et al., both of which underscore the sophisticated threats posed by
digital manipulations [20,21]. Qiet al. revealed the efficacy of generative adversarial nets
(GANs) in creating WB images so convincing that they are virtually indistinguishable from
actual specimens. This discovery poses a profound challenge to traditional fraud detection
methodologies, which primarily rely on visual inspections and pattern recognition but
yield an accuracy barely above that of a blind guess. The research further demonstrated
that detection accuracy does not significantly correlate with academic qualifications but
shows a modest improvement with increased experience in WB-related research [20].

On a complementary note, Mandelli et al. tackled the issue of WB image falsification
by generating a comprehensive dataset containing over 14,000 real and 24,000 synthetic
images through the use of GANs and denoising diffusion probabilistic models (DDPMs).
Their findings corroborate the difficulty in distinguishing between authentic and coun-
terfeit images, emphasizing that tools trained on genuine images can, indeed, detect
forgeries. Moreover, their study highlights the resilience of these detection techniques
against common image alterations such as compression, although challenges remain in
accurately identifying images modified through scaling. However, synthetic images crafted
using DDPMs were reliably identified post-resizing, marking a critical advancement in the
protection of research integrity [21].

To address these emerging threats, Qi et al. recommend the implementation of stricter
verification measures, including the mandatory submission of WB images alongside a
unique identifier generated by laboratory equipment and the peer review of these images in
conjunction with article submissions. Such measures are proposed to bolster the verification
process and mitigate the risks of scientific fraud, ensuring that the WB images presented
in scholarly articles are authentic and trustworthy. Together, these studies illuminate the
path forward in combating digital falsification, advocating for a combination of advanced
detection technologies and rigorous review protocols to uphold the standards of scientific
integrity [20].

From a broader perspective, our study highlights the potential of AI in complementing
and enhancing research in molecular biology. The ability of AI models like Gemini, Gemini
Advanced, Microsoft Copilot, and ChatGPT 4 to provide precise analyses in specialized
scientific fields without specific training is a testament to the evolving versatility of AI
technology. This opens doors to numerous applications where AI can assist in the interpre-
tation of complex biological data, thereby accelerating research and discoveries in fields
such as molecular biology, genomics, and proteomics.
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Furthermore, the successful application of these models suggests a future where AI
could be specifically trained or fine-tuned using datasets from specialized fields such as WB
analysis. Such advancements could lead to even more precise and nuanced interpretations,
potentially revolutionizing the way scientists analyze experimental data.

In conclusion, the confirmation of our hypothesis not only demonstrates the advanced
capabilities of AI models like ChatGPT 4 but also signals a promising future for AI appli-
cations in scientific research, particularly in fields requiring the interpretation of complex
data sets. The potential of AI to significantly contribute at various stages of scientific
research, from designing experiments to analyzing and interpreting data, is immense and
largely untapped.

Although this study provides valuable insights into the interpretative abilities of
different AI models in the context of WB analysis, its results should be interpreted with
consideration of the following limitations:

1. AI Model Scope: This study was limited to analyzing responses from only four AI
models (Gemini, Gemini Advanced, Microsoft Copilot, and ChatGPT 4), which does
not encompass the full spectrum of available AI tools. There are other AI models
that might offer different perspectives or unique interpretative abilities, potentially
altering or broadening our understanding of AI’s capability in WB data analysis.

2. Training Data Specificity: AI models are trained on data that may not fully represent all
aspects of WB analysis. The limitations and scope of the training data directly impact
the quality and accuracy of the models’ generated responses. Therefore, responses
might reflect the knowledge and limitations specific to the data on which the models
were trained.

3. WB Analysis Complexity: WB is a complex technique with many variables, including
different sample types, detection methods, and antibody specificities. AI models may
not be fully equipped to handle all the nuances and complexities associated with WB
analysis, particularly in unusual or complicated cases.

4. Contextual Interpretation: While AI models may effectively identify and interpret
basic elements of WB analysis, their ability to understand deeper biological or clinical
context is limited. Interpretation of WB results in the context of specific diseases, disorders,
or molecular mechanisms may require human judgment and specialized knowledge.

5. AI Development Dynamics: AI technology is rapidly evolving, meaning that findings
and conclusions could quickly become outdated. New models and updates to existing
tools might offer improved accuracy, deeper analysis, and new interpretive capabilities.

Subjectivity in Interpretation: AI model responses may be somewhat subjective, de-
pending on how the question was formulated, which could affect the analysis results. The
human-like approach to interpretation and question formulation can also influence the
nature of responses.

Potential Biases

Selection Bias: The choice of AI models and their underlying training datasets might
introduce biases toward certain interpretations or overlook specific aspects of the WB images.

Interpretation Bias: The nature of AI-generated interpretations can be influenced by
the input format and the phrasing of questions posed to the models, which might skew
the analysis.

Recognizing these biases and limitations is crucial for the appropriate application of AI
in scientific research and emphasizes the need for continuous oversight and validation by
human experts. Future studies should aim to address these limitations by employing a more
diverse set of AI models, developing more specialized training datasets, and incorporating
rigorous validation processes to assess the accuracy of AI interpretations.

5. Conclusions

The comparative study of various AI models, such as Gemini, Gemini Advanced,
Microsoft Copilot, and ChatGPT 4, has demonstrated that each possesses a unique approach
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and interpretative capabilities, particularly in the context of WB data analysis. Their
diversity in terms of detail, specificity, and contextual understanding underscores the
need to tailor the choice of AI tool to the specific requirements of the research. These
models have the potential to significantly support biomedical research, offering rapid and
efficient assistance in identifying key elements such as protein bands. However, their
limitations suggest the necessity of integrating them with human expertise, especially in
terms of biological understanding and result evaluation. Furthermore, AI models can
serve as educational tools in teaching WB analysis techniques, proving useful for students
and emerging scientists. This study sheds light on the need for further research into the
utilization and optimization of AI tools in molecular biology and other scientific fields.
Given the dynamic evolution of AI technology, it is crucial to monitor new updates and
models that may offer enhanced interpretative and analytical capabilities. Future research
should explore integrating these AI tools into real-world biomedical applications, such
as diagnostic processes, therapeutic development, and personalized medicine. Moreover,
the development of AI models trained specifically on WB and other proteomic data could
open new avenues for more precise and accurate data interpretation. This approach could
lead to breakthroughs in understanding diseases at a molecular level and accelerating drug
discovery by identifying potential targets more efficiently.

To further enhance the reliability and applicability of AI in scientific research, future
studies could also focus on developing hybrid models that combine the strengths of various
AI tools. This could potentially lead to the creation of a superlative model that leverages
the detailed analytical capabilities of Gemini, the contextual understanding of ChatGPT 4,
and the broad data integration features of Microsoft Copilot.

Such efforts could lead to significant breakthroughs in our understanding of complex
biological systems and the development of innovative solutions to pressing health challenges.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/app14104149/s1, File S1: AI Interpretation of UBB+1 in the Western
Blot Image.
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