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Abstract: Due to the nature of the industrial control systems (ICS) environment, where process
continuity is essential, intentionally initiating a cyberattack to check security controls can cause
severe financial and human damage to the organization. Therefore, most organizations operating
ICS environments check their level of security through simulated cybersecurity exercises. For
these exercises to be effective, high-quality cyberattack scenarios that are likely to occur in the ICS
environment must be assumed. Unfortunately, many organizations use limited attack scenarios
targeting essential digital assets, leading to ineffective response preparedness. To derive high-quality
scenarios, there is a need for relevant attack and vulnerability information, and standardized methods
for creating and evaluating attack scenarios in the ICS context. To meet these challenges, we propose
GENICS, an attack scenario generation framework for cybersecurity training in ICS. GENICS consists
of five phases: threat analysis, attack information identification, modeling cyberattack scenarios,
quantifying cyberattacks, and generating scenarios. The validity of GENICS was verified through a
qualitative study and case studies on current attack scenario-generating methods. GENICS ensures a
systematic approach to generate quantified, realistic attack scenarios, thereby significantly enhancing
cybersecurity training in ICS environments.

Keywords: cybersecurity exercise; industrial control systems; cyberattack scenarios; cyber
physical system

1. Introduction

Operators of industrial control systems (ICS), such as factories or power plants, should
establish appropriate security controls to protect the assets contained in the facility [1].
In addition, it should be confirmed that the security controls operate correctly through
appropriate means. However, as many incidents in the past have shown [2,3], due to the
nature of the ICS environment where process continuity is essential, checking security
controls by intentionally inducing cyberattacks can cause severe financial and human
damage to organizations. Therefore, organizations operating ICS environments check their
security level through simulated cybersecurity exercises [4,5]. The cybersecurity exercise
is an educational process that strengthens the ability of an agency or organization’s em-
ployees to respond to, prevent, and protect information assets from cyber threats. These
exercises include training in the basic principles of cybersecurity, managing security risks,
and strategies to deal with emerging threats. In 2002, the U.S. federal government enacted
the Federal Information Security Management Act (FISMA) [6] to strengthen the security
of federal information systems. Under FISMA, all federal agencies are required to ensure
the security of information systems, and the law requires organizations to provide security
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awareness training to all users of information systems. In addition, the Cybersecurity and
Infrastructure Security Agency (CISA), a primary U.S. agency in charge of cybersecurity,
published “Cybersecurity Incident and Vulnerability Response Playbooks” [7]. This pub-
lication helps to plan to respond to cybersecurity incidents and vulnerabilities in federal
civilian executive branch (FCEB) information security systems. Other countries enact laws
to protect their businesses and assets.

For simulated cybersecurity exercises to be effectively conducted in the ICS envi-
ronment, high-quality cyberattack scenarios that are highly likely to occur in the ICS
environment should be assumed. The cyberattack scenarios are mainly written from the
attacker’s point of view and describe in detail the procedures they go through to achieve
the attacker’s objective. In order to write such a cyberattack scenario, information such as
assets and network topology included in the ICS environment should be collected. Unfor-
tunately, most organizations repeatedly use limited attack scenarios for training against
some essential digital assets. If cyber exercises are conducted with limited attack scenarios,
the adequacy of the organization’s security controls to protect its assets cannot be verified
appropriately. Furthermore, the security controls cannot be revised to suit the organization.
Therefore, a standardized framework that can derive various expected attack scenarios that
can be applied to facilities is required for practical cyberattack response exercises in the
ICS environment.

There are several challenges to writing a high-quality cyberattack scenario. First,
information on vulnerabilities for attacks that can be applied to assets within the ICS
environment needs to be systematized. This not only reduces the understanding of the
system but also makes it challenging to derive realistic scenarios for training. Furthermore,
it is difficult to establish a response strategy for the hypothesized cyberattack scenario.
Second, there is a lack of standardized methods for generating attack scenarios. This can
lead to incomplete threat modeling by missing critical attack steps in the attack scenario. In
addition, writing attack scenarios without a systematic methodology leads to inefficient
training. Third, there is a lack of methods to evaluate the scenarios’ quality. Measuring and
evaluating the quality of the scenarios ensures the effectiveness of training and enhances
participants’ learning experience. If the quantitative or qualitative evaluation of the attack
scenario is omitted, the effectiveness of the training cannot be measured, and it cannot be
judged whether the participants acquired the knowledge and skills to counter cyber threats
through the training.

Our insights to overcome the above challenges are as follows. First, we introduce the
adversarial tactics, techniques, and common knowledge (ATT&CK) framework [8] devel-
oped by MITRE to identify possible attacks or inherent vulnerabilities on assets. MITRE
ATT&CK is a knowledge base on cybersecurity attacks, defining the tactics, techniques,
and procedures attackers use to infiltrate systems, move within networks, extract valuable
information, or destroy systems. Next, attack trees [9,10] are used to generate cyberattack
scenarios systematically. An attack tree is a graphical tool used to analyze vulnerabilities in
security systems. An attack tree is a visual representation of the different ways to achieve
an attack goal, which helps evaluate and improve a system’s security state. Finally, we
utilize the common vulnerability scoring system (CVSS) [11] and DREAD [12] to evaluate
the quality of generated cyberattack scenarios. CVSS is a scoring system widely used to
evaluate the severity of security vulnerabilities. DREAD stands for damage, reproducibility,
exploitability, affected users, and discoverability and evaluates the risk of vulnerabilities
by scoring each factor. However, since CVSS and DREAD were designed to evaluate only
the severity of a single vulnerability, it is difficult to use them to evaluate attack scenarios
directly. Therefore, we extend CVSS and DREAD to evaluate attack scenarios.

In this paper, we propose an attack scenario generation framework for cybersecurity
exercises in ICS. This framework consists of a preparation phase and four phases for attack
scenario generation and evaluation: preparation, threat analysis (step 1), attack informa-
tion identification (step 2), modeling cyberattack (step 3), quantitative evaluation (step 4),
and attack scenario generation (step 5). The preparation phase collects the schematic
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diagram for the ICS environment and identifies the assets included in it. These assets
may include personal computers (PCs), engineering workstations (EWS), programmable
logic controllers (PLCs), and field devices. Since each attack procedure that constitutes a
cyberattack scenario mostly targets these assets, the assets should be identified prior to
writing the attack scenario. The threat analysis step establishes an outline of cyberattack
scenarios for training. This step defines the objective of the attacker’s attack, the ultimate
target within the facility, and the attack’s impact. The attack information identification
stage collects information such as attack tactics, techniques, and vulnerabilities that can be
applied to the assets in the facility identified in the preparation stage. In the attack scenario
generation step, attack scenarios for exercises are generated based on the previously col-
lected information. We propose a method to configure a modified attack tree to achieve
the previously defined attack goal and generate an attack scenario. Lastly, we evaluate the
attack scenario generated in the previous step in the quantitative evaluation step. We use
CVSS and DREAD to score each attack procedure that constitutes an attack scenario and
evaluate the level of the attack scenario by integrating the scores of all attack procedures.

Recognizing the challenges inherent in assessing security controls within the ICS
environment, GENICS provides a structured approach to validate the current security
posture of facilities through practical exercises. GENICS stands out by integrating es-
tablished knowledge bases, including MITRE ATT&CK and CVE databases, to construct
detailed attack scenarios tailored to ICS facilities. The framework distinguishes itself by
systematically mapping out attack procedures using an attack tree model, which not only
elucidates potential threat pathways but also enables the quantification of each step within
the attack vector. This methodical representation ensures that each asset is accounted for,
from the initial entry point to the final target, facilitating the development of a solid defense
strategy. Applying GENICS in cybersecurity exercises promises to significantly enhance
training outcomes, ensuring that participants are exposed to realistic attack vectors and
are equipped with the knowledge to respond effectively. The quantified approach that
GENICS introduces guarantees a more measured and insightful experience for trainees,
enabling them to understand the intricacies of cyber threats within the ICS landscape.
In addition to its efficiency in creating cyber-attack scenarios for training purposes, the
GENICS framework also demonstrates a proactive capability in identifying potential cyber
threats within systems, enabling pre-emptive response strategies. This dual functionality
enhances both the quality of training and the overall cybersecurity readiness of ICS.

The contributions of our paper are as follows:

• We propose an attack scenario generation framework for cybersecurity exercises in ICS.
• We propose a method for deriving attack scenarios on ICS facilities by utilizing well-

known knowledge bases such as MITRE ATT&CK and CVE.
• Systematic representation of attack scenarios using attack trees and the quantification

of each procedure within these scenarios.

The remainder of this paper is organized as follows. Section 2 presents the background
for describing studies on cyberattack scenario generation and the proposed framework.
In Section 3, we describe a cyberattack scenario generation framework for exercises in an
ICS environment. Section 4 performs a qualitative study and case study on the proposed
framework. Section 5 discusses the limitations of the framework, and in Section 6, we
present the conclusions of this study and future work.

2. Background and Related Work
2.1. Background
2.1.1. MITRE Adversarial Tactics, Techniques and Common Knowledge

MITRE ATT&CK [8] is an open-access knowledge base that subdivides and structures
attacks from the attacker’s point of view based on data derived from actual security inci-
dents. MITRE ATT&CK provides integrated information on tactics used by attackers to
achieve goals and techniques for achieving tactics and is classified into enterprise, mobile,
and ICS depending on the field. It is mainly used for defining attacks with attack trees,
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graphs, paths, and sequences in threat modeling [13–17]. In this paper, GENICS refers to
tactics/techniques of MITRE ATT&CK for enterprise and ICS for attack identification in cy-
berattack scenarios. MITRE ATT&CK for enterprise provides 14 tactics and 227 techniques,
and MITRE ATT&CK for ICS provides 12 tactics and 92 techniques. MITRE ATT&CK for
enterprise/ICS includes a total of 16 tactics, and detailed explanations are as follows.

Reconnaissance, such as active scanning, is a method by which an attacker collects
information about a target organization or system. Resource development is a method by
which an attacker develops or acquires tools, malware, and vulnerabilities necessary for an
attack, such as establishing accounts. The initial access is how an attacker gains access to a
system or network, such as hardware additions or supply chain compromise. Execution
is a method that adversely affects the system by executing malicious codes or actions,
such as execution using native application programming interfaces (APIs). Persistence
is a method by which an attacker exists in the system or activates a specific function
to maintain access permissions, such as account manipulation or activation of external
remote services. Privilege escalation is a method of obtaining higher privileges within the
system by extending the initial privileges acquired by the attacker, such as securing valid
accounts. Defense evasion (evasion), like debugger evasion, is a method by which attackers
circumvent security systems and tools to avoid detection and response. Credential access,
like brute force, is a method by which an attacker obtains valid credentials within the
system. The discovery, like network sniffing, is a method in which an attacker performs
exploration within the system to obtain information about the architecture and environment
of the target system. The lateral movement, like replication through removable media,
is a method in which an attacker moves within a system to expand access permissions
or find vulnerable systems. The collection is a way to collect information targeted by an
attacker, such as screen capture. The command-and-control method is when an attacker
remotely transmits and controls commands to a malicious code or system, such as proxy
communication. The inhibit response function, like denial of service, is a method by
which an attacker hinders or interferes with the target organization’s ability to respond to
security. The exfiltration, like exfiltration over alternative protocol, is a method of leaking
data or information an attacker steals to the outside. The impair process control, such
as spoof reporting messages, is a method by which an attacker manipulates a process or
control system in a system to disrupt or damage its operation. Lastly, the impact, like data
manipulation, is a method by which an attacker exerts a destructive influence on the system
to achieve the final goal.

2.1.2. Attack Tree

An attack tree [9] is a well-known threat modeling technique. The attack tree expresses
possible security threats to the system through a tree and sequentially connects a series of
actions to achieve the goal. The attack tree generally consists of root, leaf, and intermediate
nodes [10]. The root node is at the top of the tree, meaning the attack’s ultimate goal. The
leaf node (or the terminal node) is located at the bottom of the attack tree, consisting of
initial attacks to reach the upper node. The intermediate node represents the condition to
direct the upper node to achieve the goal. These nodes are generally connected to upper
nodes by gates, such as AND and OR gates. The AND gate indicates that all lower nodes
must be successfully executed to reach the upper node (subgoal or goal). On the other hand,
the OR gate indicates that the upper node can be reached even if only one of the lower nodes
is successfully executed. The attack tree is used in various threat modeling studies [18,19].
Recently, an augmented attack tree with notions, such as sequential AND (SAND) gate and
priority, has been employed by extending the conventional attack tree [20–23].

2.1.3. Common Vulnerability Scoring System

The CVSS [11] is a framework for evaluating and quantifying the vulnerabilities’ im-
pact. The CVSS score is expressed on a scale of 0 to 10, allowing us to rate the severity of a
given vulnerability to prioritize a response. Currently, CVSS v3.1 classifies various evalua-
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tion factors into three groups (the base metric, the temporal metric, and the environmental
metric) to evaluate vulnerabilities.

The base metric consists of the access vector, access complexity, privileges required,
user interaction, scope, and impact. The access vector represents the path (the network, ad-
jacent network, and local, physical) an attacker uses to gain access to exploit a vulnerability.
The attack complexity indicates how complex an attacker should go through to exploit a
vulnerability and is rated as ‘low’ or ‘high’. The privileges required indicate what level of
privilege an attacker should have to exploit the vulnerability and evaluates to ‘none’, ‘low’,
and ‘high’. The user interaction indicates whether an attacker needs to interact with the
user to exploit the vulnerability and evaluates it to ‘none’ and ‘require’. The scope indicates
the scope the vulnerability affects and is evaluated as ‘unchanged’ or ‘changed’. The impact
is divided into confidentiality, integrity, and availability, evaluated as ‘none’, ‘low’, and
‘high’, respectively. The temporal metrics include exploit code maturity, remediation level,
and report confidence. The exploit code maturity indicates how mature the exploit code for
a vulnerability is, rated as ‘not defined’, ‘unproven that exploit exists’, ‘proof of concept
code’, ‘functional exploit exists’, and ‘high’. The remediation level represents the organiza-
tion’s response to vulnerabilities, evaluated as ‘not defined’, ‘official fix’, ‘temporary fix’,
‘workaround’, and ‘unavailable’. The report confidence indicates the reliability of reporting
on vulnerabilities and is evaluated as ‘not defined unknown’, ‘reasonable’, and ‘confirmed’.
The environmental metric is a category of the base metric and consists of confidentiality,
integrity, and availability requirements. The confidentiality requirement represents the
required level of confidentiality/integrity/availability of the system or data affected by the
vulnerability and is evaluated as ‘not defined’, ‘low’, ‘medium’, and ‘high’. The CVSS score
is calculated using the base metric, and the temporary and environmental metrics are used
to provide additional information.

2.1.4. DREAD

DREAD [12] is one of the threat modeling techniques prioritizing threats. The priority
is determined by assigning scores from 1 to 10 to five factors (Damage, Reproducibility,
Exploitability, Affected Users, and Discoverability). The damage indicates the damage
that could occur if the vulnerability were exploited. The reproducibility represents the
degree of difficulty of the conditions necessary to reproduce the vulnerability, and the
lower the reproducibility, the more difficult it is to exploit. The exploitability indicates
the degree of technical ability or resources required to exploit a vulnerability, and the
higher the exploitability, the easier the vulnerability can be exploited. The affected users
indicate the number of users affected by the vulnerability. The discoverability indicates
the probability that a vulnerability can be discovered; the higher it is, the faster it can be
discovered. DREAD has been used to evaluate attacks in various threat modeling or risk
assessment studies [24,25].

2.2. Related Work

Nguyen et al. [15] interfaced the attack planner’s knowledge base with both MITRE
common vulnerabilities and exposures (CVE) and the National Institute of Standards and
Technology (NIST) national vulnerability database (NVD) using the BRON framework [26]
to create a detailed attack tree. Kern et al. [27] proposed a model-based semi-automated
attack tree generation method considering attack motive and functional dependency to
solve the labor-intensive attack path generation problem required for vehicle cyber security
risk analysis.

Ferda et al. [16] proposed Attack Dynamics, an automated attack graph generation
framework finding attack paths that can identify attack types using MITRE common
attack pattern enumeration and classification (CAPEC) and MITRE common weakness
enumeration (CWE). Ibrahim et al. [28] presented attack graphs causing plant shutdowns
in nuclear power plants, vehicular network systems, and ICS using models considering
system and security attributes, implementing cyberattack scenarios from the graphs.
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Serru et al. [13] experimented with analyzing the impact of multi-level cyberattacks
on the safety of cyber-physical systems (CPS) using discrete event simulations (DES).
In this experiment, the navigation system of an autonomous ship is expressed with the
modeling language AltaRica, and attack sequences are automatically extracted to indicate
all events affecting the system. Choi et al. [14] proposed an automatic generation method
of attack sequences based on MITRE ATT&CK’s tactics/techniques to add various and
realistic attack sequences to the ICS dataset. Takahashi et al. [17] proposed APTGen for
generating a targeted attack dataset to solve the problem of accelerating incident response
and lack of attack sequence information. APTgen generated an attack sequence using
MITRE ATT&CK’s tactics/techniques and created a dataset based on eight real-world cases.
In Dutta et al. [29], CAgen, a framework generating attack sequences for cyber-physical
energy systems such as power grids, is proposed. CAgen was based on an electric high-risk
failure (EHFS) scenario; CAgen started with generating the attack tree, mapped CWE/CVE,
and added details to the attack sequence.

Polatidis et al. [30] proposed an attack graph-based risk management framework
developed for maritime supply chains. This framework used parameters such as attacker
location and maximum propagation length in the attack path search process and adopted
a priority algorithm to identify non-recursive attack paths. Islam et al. [31] proposed a
seven-stepped attack path generation method considering the characteristics of medical
information infrastructure. The attack vectors were created by adding parameters to the
MITIGATE method. This framework used existing proven frameworks such as CVE/CVSS
in the attack path generation process. It developed a knowledge base of nine parameters
through rule-based reasoning to identify the attack path. Kavallieratos et al. [32] proposed
a method of searching and analyzing attack paths targeting the CPS environment. The
proposed method identified the importance of the attack path by considering the risk
estimation of each component of CPS and the importance to the system through DREAD.
Polatidis et al. [33] proposed a method for predicting attacks from attack vectors identified
through a rule-based inference approach. The attack path consisted of four steps, and the
attack path was created as a vulnerability chain. The generated attack path was used as an
input value for the collaborative filtering recommendation system, and a predicted attack
was derived.

3. GENICS Framework: A Strategy for Generating Attack Scenarios in Industrial
Control Systems Cybersecurity Exercises

In this section, we propose GENICS, a framework to generate cyberattack scenar-
ios. This framework systematically derives attack scenarios that can occur in the ICS
environment by using the existing cybersecurity-related knowledge bases. In addition,
the generated scenario and its suitability for cyber-incident response exercises in the ICS
environment are evaluated quantitatively. Here and after, we consider an attack scenario to
consist of several attack procedures that should be executed to achieve an attacker’s goal.

Figure 1 shows an overview of the proposed framework. The proposed framework is
divided into a total of five steps, that are performed after the preparation: threat analysis
(step 1), attack information identification (step 2), modeling cyberattack scenarios (step 3),
quantifying cyberattack scenarios (step 4), and generating cyberattack scenario (step 5).
In the preparation step, all assets attackers may be interested in deployed in the ICS. The
threat analysis step outlines the cyberattack scenario by defining the attacker’s attack
goal, the attack target to achieve the goal, and the attack’s impact. The attack information
identification step configures the attack procedure, and MITRE ATT&CK’s tactics are
adopted to assign the attack technique to the corresponding attack procedure. In the
attack scenario modeling step, the attack tree is constructed with the analyzed information
produced in the previous steps; we augment and modify the standard attack tree to present
analyzed information appropriate to the ICS environment. In the attack scenario generation
step, attack scenarios are derived from the attack tree. In the quantification step, the
scenarios generated are evaluated through the CVSS and DREAD techniques.
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Preparation. The preparation step identifies the assets deployed in the ICS. The assets
included in the ICS environment are largely categorized into physical assets, network assets,
and software assets. The physical assets are responsible for process control or monitoring
and may include assets such as PLCs, EWS, human-machine interfaces (HMIs), and field
devices. The network assets include devices for segmenting or connecting multiple sub-
networks in the industrial networks and protocols for each communication segment. This
can include devices such as switches and routers. Software assets are programs that control
physical assets or manage the entire process. We should utilize the ICS environment’s
schematic diagram or network architecture to identify these assets. Unidentified assets
will be excluded from threat modeling or scenario generation if this step is not performed
accurately. This may result in deriving an incomplete attack scenario.

3.1. Step 1: Threat Analysis

An outline of cyberattacks for exercise is established in the threat identification step.
To outline a cyberattack, the attack’s objective, target, and impact should be defined. The
attack’s objective is to describe the human, economic, and social events that may result
from an attack. The attack’s target is an asset in the ICS that should be neutralized to
achieve the purpose of the attack in the last stage. For the attack’s target, the asset’s name
and the system in which the asset is installed should be specified together to represent the
asset accurately. To specify the impact, the cyberattack’s effect on the ICS should be written.
More specifically, we state the attack’s impact from the point of view the impact on the
target asset, the system, and the entire ICS.

3.2. Step 2: Attack Information Identification

In the attack information identification step, the assets identified in the previous step
are mapped to MITRE ATT&CK tactics. We should determine whether a given asset can
be utilized in the specific tactic of MITRE ATT&CK. Then, one should assign the attack
techniques and vulnerabilities to the asset according to the tactics. The attack information
(assets, attack techniques, vulnerabilities) for each asset defined in this step is used for
attack tree modeling (i.e., nodes) in the next step.

Table 1 is an example of mapping attack tactics of MITRE ATT&CK for ICS to repre-
sentative assets used in ICS. The attack tactics mapped with each asset can identify the
attacker’s action on each asset. MITRE ATT&CK provides cybersecurity incidents observed
in the past. Therefore, if there is an incident case similar to the scenarios’ overview, the
attack techniques to be used in the scenario can be easily identified based on the case.
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Table 1. Mapping between assets and MITRE ATT&CK’s tactics.

Asset Attack Tactic

Internal network PC

Initial Access
Execution

Persistence
Privilege Escalation

Evasion
Collection

Command and Control
Discovery

Lateral Movement

HMI

Initial Access
Lateral Movement

Execution
Persistence

Privilege Escalation
Evasion

Collection
Command and Control

Inhibit Response Function
Impair Process Control

Impact

EWS

Initial Access
Lateral Movement

Execution
Persistence

Privilege Escalation
Evasion

Collection
Command and Control

Discovery
Lateral Movement

Inhibit Response Function
Impair Process Control

Impact

PLC

Initial Access
Lateral Movement

Execution
Persistence

Privilege Escalation
Evasion

Collection
Inhibit Response Function

Impair Process Control
Impact

Using an internal network PC as an example, Initial Access can collect virtual private
network (VPN) credentials and use them to gain access to the internal network for an attack.
Execution may involve using a command-line interface. An attacker can use xp_cmdshel
and Powershell on an MS-SQL server to execute commands. Persistence may involve
hardcoding a username or password. A hardcoded password on a database server can be
used to propagate an attack to other systems. Privilege Escalation can involve exploiting a
vulnerability in software to gain elevated privileges. Vulnerabilities such as [34] can be used
to perform privilege escalation on Windows systems. Evasion can involve disguising a
malicious file as a legitimate file to avoid raising suspicion. Evasion may involve disguising
a malicious file as a legitimate file in order to avoid suspicion. Collection can be the act
of gathering information to prepare for a subsequent action, such as sniffing a network
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through a man-in-the-middle. Command and Control could be Ingress Tool Transfer. This
is when an attacker sends a tool or a file to be used in an attack from an external source,
which can propagate a malicious file to the attack vector. Discovery can include the act of
learning about a user. An attacker can obtain a valid account from the target’s system or
through compromised account information. Lateral Movement involves the propagation of
an attack to other networks. An attack can move from the external network to the internal
network by hijacking a session that allows the attacker to access the internal network from
the external network.

Table 2 is an example of assets that can be used in a scenario causing damage to the
PLC’s control process and information on attack techniques/vulnerabilities accordingly.
Note that not all assets are exploitable or vulnerable to any particular attack technique.
For example, when attacking the Triconex safety instrumented system (SIS) developed
by Schneider Electric, the malware used in Triton [3], an attack on an oil and gas facility,
uses the SIS’s application programming interfaces (APIs) to execute malicious shellcode.
MITRE ATT&CK supports performing an attack by utilizing normal functions of a service
or system through attack techniques such as native API. Otherwise, if a specific attack
technique, such as firmware modification, is mapped to an asset, the CVE enabling the
attack should also be assigned to the asset. By allocating vulnerability information to
assets, MITRE ATT&CK’s weakness can be supplemented, which does not provide detailed
information on attack techniques. If multiple vulnerabilities are identified for one asset, to
minimize the complexity of the scenario, the single most appropriate vulnerability can be
selected by considering the attack purpose, attack target, and impact.

Table 2. An example of the attack techniques causing damage to the PLC’s control process.

Asset Attack Tactic Attack Technique and Vulnerability

Internal network PC

Initial Access Hardware additions

Execution Exploitation for client execution
(CVE-2012-0158)

Discovery Remote system discovery
Lateral Movement Exploitation of remote services

EWS

Initial Access Exploitation of remote services
(CVE-2017-0144)

Execution
Exploitation for client execution

(CVE-2020-7315)
API for Memory Allocation and Code

Execution/Injection
Program download

(CVE-2015-7937)

Lateral Movement Program download
(CVE-2015-7937)

PLC
Lateral Movement Program download

(CVE-2015-7937)
Impair Process

Control Unauthorized command message

Table 3 is an example of an event message that can detect an attack technique used
in a scenario causing damage to the PLC’s control process. To use cyberattack scenarios
in exercises, information enabling to identify or respond against cyberattacks should be
included. For example, if an attacker attacks an ICS asset remotely over the network,
events associated with the attack may be observed in the network packets. In this case, by
monitoring the network traffic, the attack can be detected. To this end, we identify logs and
event messages that can be observed by the attack techniques previously assigned to assets
as information for recognizing and responding to cyberattacks. Since the proposed method
utilizes MITRE ATT&CK, log or event messages necessary for detecting cyberattacks can
be adopted through detection items provided by ATT&CK.
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Table 3. An example event message for attack causing damage to the PLC’s control process.

Attack Technique Event Message

Hardware additions Drive creation events
Exploitation of remote services Network traffic log

Program download Application log
Unauthorized command message Process history log

3.3. Step 3: Modeling Cyberattack Scenarios

An attack tree is constructed based on the information analyzed for cyberattack
scenarios in the attack scenario modeling step. At this step, the scenario developer assumes
all attacks that can occur in the target system and expresses the paths to achieve the
attacker’s goal defined above as an attack tree. To this end, we augment and modify the
standard attack tree to present the previously analyzed information.

Figure 2 is an example of an attack tree for an ICS; the nodes have a hierarchical
structure. The attack tree recursively comprises several partial attack trees under a single
root node. A partial attack tree is a part of the overall attack tree and comprises assets
to be targeted for a specific attack goal and nodes containing attack information. By this
definition, each node represents an attack procedure, which is a single step of the attack
scenario. In the attack tree, the attack’s ultimate target is located at the root node. In nodes
below the root, techniques of MITRE ATT&CK for Enterprise/ICS required to achieve the
attack’s goal are expressed along with assets. There may be multiple ways to achieve a
single goal, which is why there may be multiple partial attack trees under a single root
node. The attack tree, starting from the leaf node to the root node, each node represents an
attack that an attacker should carry out.
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As shown in Figure 3, each node except the root node includes a target (information
on the asset where the attack is conducted), action (malicious action on the asset), and
attack information (attack technique, CVE vulnerability, CWE weaknesses, and mitigation)
are specified.
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The attack tree is constructed from the root node to the leaf node. We introduce the
Purdue model to hierarchically configure the attack tree according to the structure of ICS.
Since the attacker’s ultimate target is located at the root node, we take devices at a lower
level (close to level 0) as the root node in the Purdue model. Then, according to the Purdue
model, the attack tree is formed by sequentially arranging the upper layer devices. Table 4
shows the devices according to the hierarchy of the Purdue model.

Table 4. Examples of hierarchical levels and their devices according to Purdue model.

Purdue Model Level Component Example

Level 0 Field device (Sensors, Actuators, Robots, etc.)
Level 1 PLC
Level 2 HMI
Level 3 EWS, Internal network PC

For example, assume the following attack sequence: PC in internal network -> EWS ->
PLC -> field device. For this scenario, the attack tree is layered from level 0 to level 3 as
follows, according to the Purdue model. Also, if the initial attack starts from the HMI, the
attack tree is composed only from level 0 to level 2.

Progressing from the leaf node to the root node in the attack tree means the cyberattack
proceeds from the initial access to the attack target. When an attack moves from a lower
node to an upper node, there may be optional attack techniques to improve or enhance the
attack’s success rate. We introduce three operators to systematically express these attack
techniques in the attack tree (see Table 5). The enter operator makes an essential attack
technique to enter an attack target (asset) in a partial attack tree and is represented as a leaf
node of the partial attack tree. The Subsequent operator lists subsequent attack techniques
that should be performed to achieve the attack goal after the attacker enters the attack
asset. The Subsequent operator places these attack techniques in order between the leaf
node and the upper node of the partial attack tree. Lastly, the select operator does not
have to be performed, but attack techniques that can be selectively performed to increase
the success rate or advance the attack are listed. By these operators, several nodes can be
located between the leaf node and the root node of the subtree. We call a path from any
single leaf node to the root node as an attack sequence (see Figure 4). An attack sequence is
necessarily generated by at least one entry operator and subsequent operators.
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Table 5. Operators for constructing attack sequence.

Operator Description

Enter A node at the end of a partial attack tree that represents an
attack vector for entering the target asset.

Subsequent
Nodes containing techniques that may occur after entry
and are essential to the attack scenario.
Can consist of 1 to N nodes

Select
Nodes representing incidental techniques that may occur
after entry and are not essential to the attack scenario.
Can consist of 0 to N nodes
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The SAND Gate model is used to reflect the flow of the scenario. The gate representa-
tion used by the Sand Gate model is shown in Table 6. If all lower attack sequences must
succeed to achieve the attack goal, connect them with an AND gate. If the attack goal
can be achieved by the success of only some of the attack sequences among many attack
sequences, connect them with an OR gate. If there is a sequence to the attack sequence that
requires all lower attack sequences to succeed, it can be expressed through a SAND gate.

Table 6. Gates Graphic representation.

Gate Description

Conjunctive gate (AND gate)
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Table 6. Cont.

Gate Description

Disjunctive gate (OR gate)

Sequentially conjunctive gate (SAND gate)

3.4. Step 4: Quantifying Cyberattack Scenarios

The attack scenario quantification step determines which scenario is more appropriate
for exercises with the CVE information, CVSS score, and DREAD. Various attack scenarios
can be derived through the attack tree. Since each scenario has different characteristics,
a criterion is needed to select the most suitable scenario for exercises. In this step, we
evaluate the vulnerabilities assigned to the nodes in the attack tree, quantify each node
(attack procedure) with a score, and then derive an attack scenario based on these scores.

To quantify the attack procedure, nodes are evaluated by scoring for categories (dam-
age potential, reproducibility, exploitability, affected users, and discoverability) of DREAD
using CVSS, which means the severity of CVE vulnerabilities allocated to nodes. In order
to calculate the score through the CVSS and DREAD, we utilize the CVE vulnerability
information assigned to each node of the attack tree in the previous step. However, since it
is difficult to identify CVE vulnerabilities related to some MITRE ATT&CK’s techniques
(i.e., native APIs), scenario developers can calculate DREAD scores based on their expertise
or may not be included in the score calculation.

Damage potential. DREAD’s damage potential represents the expected damage to
a system or asset if a particular vulnerability is successfully exploited. We adopt the
impact score within the base scores of CVSS to score this category. The impact metric
of CVSS represents the impact of a vulnerability on a system and comprises three sub-
categories: confidentiality, integrity, and availability impact. The CVSS scores for the given
vulnerability are found in the NVD database. We can adopt the impact score within the
CVSS scores provided by this database. If the NVD database does not provide scores for
the vulnerability, the scenario developer can evaluate the impact of vulnerabilities on the
confidentiality, integrity, and availability of assets. We record the level of damage potential
assessed against the vulnerability in the form shown in Table 7.

Table 7. A scoring format for evaluating the damage potential of the CVE vulnerability.

DREAD CVSS Scoring

Damage potential Impact metric

Reproducibility. DREAD’s reproducibility is evaluated by considerations such as the
effort, time, and technical resources required for an attacker to exploit the vulnerability. If
a vulnerability can be easily reproduced, it has a high score. Conversely, reproducibility
would be low if many resources and expertise were required to exploit a vulnerability. We
adopt the attack complexity as the CVSS item corresponding to DREAD’s reproducibility.
In CVSS, the attack complexity is a binary evaluating metric: low and high. Reproducibility
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has an inverse evaluation of attack complexity, as the lower the complexity of an attack,
the more difficult it is to reproduce it. If the vulnerability is difficult to reproduce, it is
qualitatively rated as ‘low’ and quantitatively assigned a score of 5. On the other hand, if
the vulnerability is easily reproducible, it is evaluated as ‘high’ and quantitatively given
a score of 10. Quantitative scores may vary depending on the scenario developer’s view.
Scenario developers can utilize Table 8 to evaluate the vulnerabilities’ reproducibility.

Table 8. A scoring format for evaluating the reproducibility of the CVE vulnerability.

DREAD CVSS Scoring

Reproducibility Attack complexity Low(10) High(5)

Exploitability. The exploitability evaluates how easily a vulnerability can be ex-
ploited. The high exploitable vulnerabilities do not require advanced skills or resources.
On the other hand, vulnerabilities requiring conditions such as expertise or tools have
low exploitability. We use the CVSS’s exploitability metric to evaluate the exploitability of
vulnerabilities. CVSS’s exploitability is evaluated by integrating the attack vector, attack
complexity, privileges required, and user interaction. The attack vector describes the type
of access required to carry out an attack, and a high score is given when the attacker belongs
to a highly accessible network. Attack complexity refers to the complexity of exploiting a
vulnerability. The complexity can be higher if certain conditions are satisfied to conduct
an attack, implying that the vulnerability is difficult to exploit. The privileges required
indicate the level of privilege required to exploit the vulnerability. The user interaction
means whether user interaction is required for the attack to succeed. Table 9 can be used to
evaluate these factors. We adopt the average of the scores of all factors as the exploitability
score of DREAD.

Table 9. A scoring format for evaluating the exploitability of the CVE vulnerability.

DREAD CVSS Scoring

Exploitability

Attack vector Network (10) Adjacent network (6) Local (4) Physical (2)
Attack complexity Low (10) High (5)
Privileges required None (10) Low (6) High (2)

User interaction None (10) Required (5)

Exploitability score (Attack vector + Attack complexity + Privileges required +
User interaction)/4

Affected users. DREAD’s affected users indicate how many users the vulnerability
could affect. This category assesses the range or proportion of users that could be affected
within a system, network, or application if a vulnerability were exploited. CVSS evaluates
how a vulnerability can affect one system to another through a metric called scope. How-
ever, instead of using the rates for the scope provided by CVSS, we slightly modified the
scoring system to fit the concept of affected users in DREAD. We divided the targets affected
by vulnerabilities into internal components and external components. If the vulnerability
affects only the internal components of the ICS, a score of 5 is given. Otherwise, if the
vulnerability also affects external components along with internal components, a score of
10 is given. The scenario developer can utilize Table 10 to evaluate affected users.

Table 10. A scoring format for the affected user of the CVE vulnerability.

DREAD CVSS Scoring

Affected users Scope Internal factor (5) External factor (10)
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Discoverability. DREAD’s discoverability measures how easy it is to find vulner-
abilities. This category considers the time, effort, and skill required for an attacker to
discover and understand a particular vulnerability. In this context, we define the surface
through which an asset is exposed as the discoverability of a vulnerability. Accordingly,
we evaluate the discoverability of vulnerabilities by utilizing the attack vector of CVSS. If
exploitation requires physical access to an asset, discoverability is rated low. On the other
hand, if an attacker can access an asset through a public network such as the Internet, the
vulnerability is easily discovered. The scenario developer can evaluate the discoverability
of vulnerabilities with Table 11.

Table 11. A scoring format for the discoverability of the CVE vulnerability.

DREAD CVSS Scoring

Discoverability Attack Vector Network
(10)

Adjacent network
(6) Local (4) Physical (2)

Once each category of DREAD is scored for the vulnerability assigned to each node of
the attack tree, we calculate the average of these scores and assign it to the corresponding
node. Table 12 shows an example of score calculation by applying DREAD to attack
techniques and vulnerabilities of MITRE ATT&CK that can be assigned to ICS assets.

Table 12. Examples for evaluating the vulnerabilities through DREAD.

Attack Technique and Vulnerability D R E A D Tot Avg.

Supply Chain Attack (T1569)
(CVE-2023-23397) 5.9 10 10 5 10 40.9 8.18

Exploitation of Remote Services (T1210)
(CVE-2020-1472) 6 10 10 10 10 46 9.2

Exploit Public-Facing Application (T1190)
(CVE-2020-0688) 5.9 10 9 5 10 39.9 7.98

Process Injection (T1055)
(CVE-2020-7315) 5.9 10 6 5 4 30.9 6.18

Replication Through Removable
Media (T1091)

(CVE-2010-2568)
10 7 9 10 10 46 9.2

Program Download (T843)
(CVE-2015-7937) 10 10 10 10 5 45 9.0

Exploitation for Client Execution (T1203)
(CVE-2018-4878) 5.9 10 10 5 10 40.9 8.18

Manipulation of View (T0832)
(CVE-2020-0688) 5.9 10 9 5 10 39.9 7.98

Nevertheless, the methodology of evaluating scenarios in such a manner presents a notable
issue. Specifically, scenarios with a fewer number of child nodes inherently receive higher scores.
Consequently, this system may inadvertently underrepresent the severity of a scenario that,
despite embodying a critical attack, comprises a substantial number of child nodes, thus failing
to achieve a commensurate score. To ameliorate this discrepancy, it is imperative to conduct
a normalization procedure Normalized Scenario Score = Scenario Score

Number of Scenario Nodes Scenario Score
divided by Number of Scenario Nodes prior to finalizing the scenario’s score, which serves to
moderate the score disparity between scenarios with divergent numbers of child nodes.
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3.5. Step 5: Generating Cyberattack Scenarios

In this step, an attack scenario is generated from the attack tree in the previous step.
In this section, we describe the process for the attack scenario generation by taking the
EWS-PLC attack as an example.

The genesis of scenario generation commences with the construction of an attack tree
targeting the field device. This is exemplified by the orchestration of Malicious Behavior
on the PLC, as illustrated in Figure 5. Alternatively, an attack tree may be formulated to
depict the modification of the PLC control logic as a consequence of Malicious Behavior
facilitated by the execution of malware.

Appl. Sci. 2024, 14, x FOR PEER REVIEW 17 of 26 
 

 
Figure 5. Example attack tree from PLC to field devices. 

Figure 6 illustrates the construction of an attack tree, which represents the invasion 
of a PLC from the EWS. Within the example tree, nodes are designated to signify the exe-
cution of Malicious Behavior, encompassing the deployment of nefarious scripts or the 
manipulation of application vulnerabilities to initiate malware within the EWS. The nodes 
associated with the EWS are meticulously chosen to compile an attack tree that enables 
the transmission of malicious control logic to the PLC, thereby posing a potential threat 
to the integrity of the field device. 

 
Figure 6. Example PLC invasion attack tree. 

Figure 5. Example attack tree from PLC to field devices.

Figure 6 illustrates the construction of an attack tree, which represents the invasion
of a PLC from the EWS. Within the example tree, nodes are designated to signify the
execution of Malicious Behavior, encompassing the deployment of nefarious scripts or the
manipulation of application vulnerabilities to initiate malware within the EWS. The nodes
associated with the EWS are meticulously chosen to compile an attack tree that enables the
transmission of malicious control logic to the PLC, thereby posing a potential threat to the
integrity of the field device.

Figure 7 presents an example of an attack tree delineating the invasion of the EWS
from an internal network PC. Nodes within the tree are selected to represent actions capable
of executing malicious code on the EWS and include nodes that facilitate the propagation
of attacks from the internal network to the EWS, such as the exploitation of remote services.
The nodes situated at the lowest tier of the tree denote the initial commencement of the
assault and correspond to Techniques categorized under ‘Initial Access’ within the MITRE
ATT&CK framework.

Utilizing the established attack trees, it is possible to generate a comprehensive attack
tree as exemplified in Figure 8. Scores have been assigned exclusively to nodes associated
with a corresponding CVE identifier. The DREAD score for each node was allocated by
referencing the example provided in Step 4. Subsequent to the summation of the assigned
scores, the aggregate is divided by the number of nodes present in the tree to determine the
final score for the scenario. In this instance, it is discernible through the scoring that the
scenario positioned furthest to the right represents the most favorable outcome.
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4. Evaluation

In this section, we evaluate GENICS, an attack scenario generation framework for
cybersecurity exercises proposed in this paper. The evaluation is carried out in two direc-
tions. A qualitative study compares the process of deriving training scenarios with existing
studies. The case study evaluates whether the steps of a cyberattack conducted against an
actual ICS facility can be derived as an attack scenario. We employ the Triton attack case
conducted against Saudi Aramco as a case study.
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4.1. Qualitative Study

The proposed method was compared with the existing scenario generation methods.
We established the following three considerations for comparison between scenario genera-
tion methodologies. The scenario generation methodologies compared in this section are
studies related to the ‘generation’ of threat models such as Attack Sequence, Graph, Path,
and Tree that we analyzed, and we selected studies that considered one or more of the fol-
lowing: realism of the scenario, formalization of the generation, and training effectiveness.
First, the realism of the scenario for the exercise must be considered. Exercises are con-
ducted to prepare for possible future cyberattacks in a real-world environment. Therefore,
trainees can train more effectively when they train under realistic conditions. In HSEEP for
Security Training and Evaluation, modeling and simulation are used for realism to replicate
various attacks in a realistic manner. Therefore, the trainees can train more effectively
when they train under realistic conditions. Second, the attack scenario generation process
should be systematic: the exercise planner should generate attack scenarios systematically
without missing steps, and the scenarios should be generated systematically using the same
method for a fair evaluation. For example, Masaki Inokuchi et al. [35] present a number
of rules to establish a systematic procedure for generating an attack graph. Third, ensure
the effectiveness of exercises utilizing attack scenarios. NIST 800-61 [36] states that Phase 1
(Preparation) of the incident response methodology includes training the incident response
team. The training should be effective in demonstrating the use of tools and familiarization
with the response process for responding to cyber incidents. Evaluate existing research and
whether it includes methods for quantitative evaluation to ensure training effectiveness.
From the above considerations, we prepared seven evaluation items for the proposal.

• Generation scenarios targeting ICS: Evaluating whether the method can model general
scenarios for various ICS facilities.

• Identifying assets: Evaluating whether critical assets of the facility are identified
during scenario modeling.

• The basis for attack techniques: Evaluating whether the attack techniques appearing
in the scenario were presented using a known framework such as MITRE ATT&CK

• The basis for Vulnerability: Evaluating whether the vulnerability information pre-
sented in the scenario was delivered using a knowledge base such as CVE.

• Scenario modeling for each asset: Evaluating whether the attack technique that is
performed from the asset where the attack starts to the final asset is presented for
each asset.

• Quantification: Evaluating whether one can prioritize the identified scenarios

Table 13 shows the results of comparing the methods for generating cyberattack
scenarios. Utilize a straightforward notation system to evaluate the capabilities of the
methodologies in relation to the listed criteria. An ‘O’ mark indicates that the methodology
can effectively provide the function associated with the respective criterion, whereas an
‘X’ denotes that providing the function is challenging or not feasible within the context of
that methodology. The seven criteria are a selection of the conditions required for effective
scenario building and training in an ICS environment. Serru et al. [13] generated an attack
sequence targeting the ship control system. This study identified in-ship assets such as
shore control center (SCC) and global positioning system (GPS), and attack techniques con-
stituting attack scenarios are based on MITRE ATT&CK’s techniques. The vulnerabilities
are not used in the attack scenario, and multiple attacks are modeled for each component
and link located in the attack vector. Also, no quantification of scenarios is carried out.
Ö. S. Ferda et al. [16] suggested a framework dynamic generating an attack graph, which is
not intended for ICS. In this study, assets located in the Internet zone and demilitarized
zone were identified. CWE was used for attack techniques, and CVE was used for vul-
nerabilities; threat modeling and scenario quantification for each asset in the attack path
were not conducted. A. Dutta et al. [29] generated an attack sequence targeting the electric
power grid. To generate the attack sequence, attack intent, and targets were modeled
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through electric sector high-risk failure scenarios (EHFS), and assets included in the power
grid were identified. Based on the attack information of the scenario, an attack tree was
constructed through CPAEC, and CWE and CVE were mapped to it. This study quantified
and prioritized the success rate of CWE. G. Kavallieratos and S. Katsikas [32] generated an
attack path targeting a CPS. This study identified CPS assets and generated an attack path
for the identified assets. However, attack techniques and vulnerabilities were not provided.
The attack path’s risk and asset’s importance were calculated through DREAD.

Table 13. Comparison between the methods for generating cyberattack scenarios.

[13] [16] [29] [32] Proposal Scheme

Generation scenarios targeting ICS O X O O O
Identifying assets O O O O O

The basis for attack techniques O O O X O
The basis for Vulnerability X O O X O

Scenario modeling for each asset O X O X O
Quantification X X O O O

On the other hand, GENICS aims to generate realistic attack scenarios that can occur
in an ICS environment. To do this, we systematically collect assets and assign attack
information to each asset. This information is used to build the attack tree. We quantify
each node configuring the attack tree and derive a scenario based on it.

4.2. Case Study: Triton

In this section, we conduct a case study using Triton [3], a cyberattack conducted
against a Saudi Aramco facility. The Triton attack case was selected as a case study due to
its pivotal role in exposing significant vulnerabilities and risks within industrial control
systems. Notably, the Triton attack employed novel techniques to compromise equipment
that was previously considered secure. The inclusion of this case study in our research
is deliberate; it serves to demonstrate the efficacy of our proposed methodology in de-
tecting and responding to unexpected attacks. We confirm that Triton’s attack scenario
is reproduced through GENICS. This, in other words, means that GENICS can generate
realistic cyberattack scenarios for a given ICS environment. In addition, by adopting real-
istic scenarios in cyber incident response exercises, training participants’ experiences can
be enhanced.

Preparation. In the case of the Triton case, the attack is conducted against the SIS of
the Aramco facility. In this case, the main assets targeted for attack are the EWS, HMI, and
the Triconex Tricon [37].

Threat analysis. We identify Triton’s threats as:

• Goal: Causing economic damage due to facility shutdown.
• Target: Triconex 3008.
• Impact: Facility shutdown, safety control system disablement, SIS shutdown.

Attack information identification. Attack information identification in GENICS is
performed through MITRE ATT&CK. Table 14 shows Triton’s attack techniques disclosed
in MITRE ATT&CK. In MITRE ATT&CK, 18 attack techniques exploited by Triton to shut
down the SIS are identified. This includes techniques to modify the control logic and
download malicious code to the SIS to perform adversarial actions. In addition, Triton’s
malware includes a function to identify control devices, propagate itself, change file names,
and disable integrity checks to bypass the detection. Building upon the identified Triton
attack techniques, the GENICS framework amalgamates these with other tactical methods
to delineate a comprehensive set of attack techniques for the development of training
scenarios in cybersecurity exercises.

Modeling Cyberattack Scenarios. GENICS models attack scenarios through the attack
tree. The attack tree is constructed based on the attack information identified through
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MITRE ATT&CK. Figure 9 shows the result of attack scenario modeling based on the attack
information. The initial access techniques utilized by Triton are not identifiable in the
current version of the MITRE ATT&CK framework. We address this gap by constructing
attack trees using alternative initial access techniques found within MITRE ATT&CK. While
each attack tree incorporates different techniques, they ultimately converge on the objective
of launching an attack against the SIS and inducing a shutdown.
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Table 14. Quantification of Triton’s Attack Techniques as Disclosed in MITRE ATT&CK.

Attack Technique and Vulnerability D R E A D Tot Avg.

Exploitation for Privilege Escalation (T0890)
(CVE-2018-7522) 5.9 10 6.5 5 4 31.4 6.28

Program Download (T0843)
(CVE-2018-8872) 5.9 5 8.75 5 10 34.65 6.93

Module Firmware (T0839)
(CVE-2021-22747) 3.6 10 6 5 2 26.6 5.32

External Remote Services (T0822)
(CVE-2020-13699) 5.9 10 8.75 5 10 39.65 7.93

Replication Through Removable Media (T0847)
(CVE-2010-2568) 10 7 9 10 10 46 9.2

Exploitation of Remote Services (T0866)
(CVE-2020-1472) 6 10 10 10 10 46 9.2

Denial of Service (T0814)
(CVE-2015-5374) 6.9 10 10 10 10 46.9 9.38

5. Limitation

The efficiency of the proposed framework for generating attack scenarios is funda-
mentally contingent upon the comprehensive identification of vulnerabilities within the
attack scenario modeling of each asset. This identification process is crucial, as it forms the
bedrock for evaluating the threat landscape and establishing appropriate defense strategies.
However, challenges can arise due to the complexity of assets, which may hinder the
consistent application of vulnerability assessments across various systems.

In the domain of ICS, the use of specialized system components is prevalent. The char-
acteristic utilization of proprietary equipment within ICS can complicate the vulnerability
identification necessary for effective threat modeling.

The construction of attack scenarios depends on the expertise and discretion of the
developers. While this dependence enables the customization of scenarios to fit a range
of operational needs, it introduces a subjective element into the scenario development
process. This subjectivity can influence the effectiveness and consistency of cybersecurity
training exercises derived from these scenarios. The reliance of the framework on the
developers’ expertise highlights the importance of in-depth field knowledge, which can
impact the framework’s application across various scenario constructions and training
implementations.

6. Conclusions

Appropriate security controls should be established to respond to cyberattacks in the
ICS environment. Due to the nature of the ICS environment, it is challenging to check
security controls, so the current security level of the facility should be confirmed through
cybersecurity exercises. Realistic attack scenarios against the ICS environment should be
assumed for these cybersecurity exercises to be conducted properly. However, currently,
there is a lack of research to generate highly reliable attack scenarios. In this paper, we
propose GENICS, a framework generating attack scenarios for practical cybersecurity
exercises in an ICS environment. GENICS leverages well-known knowledge bases such
as MITRE ATT&CK and CVE to derive attack scenarios against ICS facilities. In addition,
GENICS systematically expresses the attack procedures for ICS facilities through an attack
tree and quantifies each procedure. This supports the reliable attack scenario for each asset
on the path from the entry point to the attack target in the ICS environment. This can ensure
training effectiveness and contribute to an improved participant experience. However,
GENICS is limited in that vulnerabilities should be used to quantify derived scenarios.
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In future work, we intend to overcome this limitation and research the automation of
generating exercise attack scenarios.
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