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Abstract: Graph mining has emerged as a significant field of research with applications spanning
multiple domains, including marketing, corruption analysis, business, and politics. The exploration
of knowledge within graphs has garnered considerable attention due to the exponential growth of
graph-modeled data and its potential in applications where data relationships are a crucial component,
and potentially being even more important than the data themselves. However, the increasing use of
graphs for data storing and modeling presents unique challenges that have prompted advancements
in graph mining algorithms, data modeling and storage, query languages for graph databases, and
data visualization techniques. Despite there being various methodologies for data analysis, they
predominantly focus on structured data and may not be optimally suited for highly connected data.
Accordingly, this work introduces a novel methodology specifically tailored for knowledge discovery
in labeled and heterogeneous graphs (KDG), and it presents three case studies demonstrating its
successful application in addressing various challenges across different application domains.

Keywords: graph mining; knowledge discovery; labeled graphs; heterogeneous graphs

1. Introduction

The field of graph mining has witnessed a surge in popularity in recent years, primarily
fueled by the exponential growth of data that can be effectively represented as graphs
and its wide range of application areas. This has led to the rise of graph databases such
as Neo4J, AllegroGraph, and OrientDB [1], which offer robust platforms for modeling
and storing data as interconnected nodes and relationships. Leveraging these databases,
researchers and practitioners can apply advanced graph mining algorithms to accomplish
various tasks, including community analysis, centrality identification, pathfinding, and
exploring structural patterns. In various application domains, such as Business Information
Systems [2], Financial Crime Detection Systems [3], Transport Information Systems [4],
and Recommendation Systems [5], graph databases have gained widespread acceptance.
However, relying solely on graph databases is insufficient. A comprehensive methodology
is necessary to establish the task and stages for effectively conducting information analysis
and extracting valuable insights.

This paper reviews existing work of graph mining and presents the frameworks and
methodologies most used for knowledge discovery, such as KDD [6], CRISP-DM [7], and
SEMMA [8]. We describe the required tasks for deriving value from large graphs absent in
methodologies and frameworks used in the literature. Finally, based on KDD, CRISP-DM,
and the required tasks for graph mining, we propose a new methodology for knowledge
discovery in graphs.

The contributions of the paper are the following:

• A new and specific methodology named KDG (knowledge discovery in graphs) to
guide users to find insights from data represented as graphs.
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• Three use cases applying the proposed methodology.

The remainder of the paper is structured as follows. Section 2 provides an overview
of the frameworks and methodologies employed in data mining, including the processes,
tools, visualization techniques, and graph analysis algorithms that have emerged in the past
two decades. Section 3 introduces the related concepts that are employed throughout the
paper. Section 4 presents our methodology for knowledge discovery in graphs, outlining
its essential components and task. Then, in Section 5, we showcase the application of
this methodology through three different use cases. Finally, in Section 6, we discuss our
findings and avenues for future research.

2. Related Work

Graph mining refers to the set of tools and algorithms used to model graphs that match
patterns found in the real world, analyze graph properties, and predict how structures and
properties of a given graph might affect some applications [9]. We reviewed works in the
graph mining field over the last two decades, from frameworks and methodologies for
project development to modeling tools and algorithms for graph analysis. The following
section provides an overview of the commonly employed methodologies and data mining
frameworks utilized for knowledge discovery in graphs.

2.1. Frameworks and Methodologies

Fayyad et al. [6] defined knowledge discovery in databases (KDD) as a process that
identifies useful, valuable, and understandable patterns in data. They addressed how
algorithms can be scaled to work well on massive datasets and how they can be visualized
and interpreted. In addition, they also included how human–machine interactions can be
modeled and supported. In the KDD framework, data mining is a singular step within the
process, where properly preprocessed data are transformed into patterns that yield valuable
knowledge. However, it is important to note that several methodologies developed after
KDD, such as CRISP-DM [7] and SEMMA [8], use data mining as a synonym for KDD.

CRISP-DM is widely recognized as the methodology for most proposals for data
mining process models as data science has evolved. This methodology restates the steps
of the original KDD proposal into business understanding, data understanding, data
preparation, modeling, evaluation, and implementation. On the other hand, SEMMA
methodology was proposed by SAS [8] and stands for Sample, Explore, Modify, Model, and
Assess. This methodology focuses primarily on the technical aspects of data mining product
development and is strongly tied to the SAS data miner. A significant difference between
SEMMA and previous methodologies is the prerequisite of having and understanding the
business requirements and databases.

CRISP-DM, SEMMA, and other related methodologies such as ASUM-DM [10], CASP-
DM [11], FMDS [12], and TDSP [13] are based on a goal-oriented perspective, dealing with
processes, tasks, and roles. These methodologies were developed mainly focused on data
mining processes with relatively clear business objectives. Furthermore, they primarily deal
with structured data, which may originate from flat files or be obtained through querying
relational databases. However, currently in the context of big data and data science, the
great diversity of information sources, the amount of data, the heterogeneity of the data,
and the complexity of the problems represent a challenge for classical methodologies.

In recent years, new proposals have emerged to bridge the gap between classical
methodologies and the complexity of current problems. Martínez-Plumed et al. [14] pro-
pose a data trajectory model (DST) and categorize data science projects into goal-directed,
exploratory, and data management. Their model extends CRISP-DM, including six ex-
ploratory activities focused on the goal, data source, data value, results, narrative, and
product. Although DST is a proposal that may reduce the gap between data mining method-
ologies and data science projects, the proposal is limited to proposing exploratory activities
for tabular data, which it describes in its use cases. Studer et al. [15] proposed a process
model for developing machine learning applications.
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Regarding frameworks, various proposals have emerged focused on different phases
of knowledge discovery in graphs, for example, business understanding [16], data model-
ing [17], graph mining [18–20], graph visualization [21,22], and evaluation [23,24].

Some proposals are focused on how to model realistic graphs that match the patterns
found in real-world graphs. Shrivastava et al. [25] proposed a graph mining framework
that captures entities and relations between entities from different data sources. Their
framework offers a comprehensive approach with five modules covering graph preprocess-
ing, graph database, dense substructure extraction, frequent substructure discovery, and
graph visualization. However, it lacks adequate addressing of the business goals and the
evaluation process within the scope.

Nasiri et al. [26] presented a framework with two modeling components: context
modeling and analytics design alternatives modeling. The first is to justify the need for
predictive analytics within the organizational context. It extends the business intelligence
model (BIM) [16], and the second is to identify the requirements for adapting the framework
presented [27], but it lacks adequate addressing of considering the valuable insights that can
be extracted from graph data. Therefore, integrating graph databases into the framework
could enhance its effectiveness in uncovering hidden patterns and relationships within
the data.

Data modeling as a graph and its analysis found a good area of application in social
networks. Authors such as Kumar [17] and Schroeder [28] have developed frameworks
that focus on social networks such as Twitter. Kumar et al. [17] proposed a framework
for analyzing social networks. They used natural language processing to isolate node
features and meta-data for edges. The main phases of the framework are data acquisition,
preprocessing, multi-attributed graph creation, the transformation of the multi-attributed
graph into a similarity graph, and clustering. However, the scope is limited to social
networks. Schroeder et al. [28] presented a framework for collecting graph structures of
follower networks, posts, and profiles on the social network Twitter. The goal is to detect
social bots by analyzing graph-structured data.

2.2. Tools and Algorithms for Graph Analysis

In addition to proposal methodologies and frameworks, relevant works focus on
graph mining algorithms with different aims, such as summarizing and visualizing graphs,
performing aggregation operations on the data, searching for substructures in the graph,
automatic construction of graphs, and developing proposals to optimize operations per-
formed on the graphs.

Some works in the literature focus on analyzing subgraphs and transforming the graph
topology. Qiao [29] proposesd a parallel frequent subgraph mining algorithm in a single
large graph using Spark. The proposal employs a heuristic search strategy, load balancing,
research pruning, and top-down pruning in the support. Qiao also proposed a two-phase
framework. In the first phase, the parallel subgraph extension uses a strategy that generates
all subgraphs in parallel. In the second phase, he uses a similar support evaluation method
for finding subgraph isomorphisms. Zhang [30] proposed a framework for the weighted
meta-graph-based classification of heterogeneous information networks. The core is an
algorithm that iterative classifies objects in heterogeneous information networks to capture
the information hidden in the semantics and structure of the graph. Lee et al. [31] proposed
a method for extracting frequent subgraphs while maintaining semantic information and
considering scalability in large-scale graphs. The generated semantic information includes
frequency counts for tasks such as rating prediction or recommendation.

Pienta et al. proposed Vigor [18], an interactive tool for graph exploration that in-
cludes both bottom-up and top-down sensemaking for analysts, facilitating their review of
subgraphs through a summarization process. This proposal provides valuable contribu-
tions to the field of graph exploration. However, there is an opportunity to explore further
the business requirements. Additionally, Dunne and Shneiderman’s work [32] focused
on improving graph visualization through motif simplification, which replaces common
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patterns of nodes and links with compact and meaningful glyphs, further enhancing
graph exploration.

Yin and Hong investigated the problem of aggregation on different types of nodes
and relations by proposing a function bases on graph entropy to measure the similarities of
nodes. They also proved that the aggregation problem based on the functions is NP-hard
and proposes a heuristic algorithm to perform aggregation, including informational and
structural aspects. Despite the study’s limited scope of the algorithm proposal, their work
is significant in addressing the fundamental operation of performing aggregations on data
stored in graph nodes.

Searching, processing, and visualizing subgraphs can be a task that requires many
computational resources. For this reason, authors such as Bok et al. [19] have developed
proposals on enhancing subgraph accessibility. They propose a two-level caching strategy
that caches subgraphs that are likely to be accessed depending on the usage pattern of
subgraphs. Their proposal prevents the caching of low-usage subgraphs and frequent
subgraph replacement in the memory. One of their proposal’s main applications is enabling
the processing and analyzing of large graph queries in computing environments with
small memory.

In the last decade, various proposals have emerged that focus on different phases
of knowledge discovery in graph databases. These proposals encompass areas such as
business understanding [16], data modeling [17], graph mining [18–20], graph visualiza-
tion [21,22], and evaluation [23,24].

The methodologies, frameworks, tools, and algorithms mentioned in Sections 2.1 and 2.2
have demonstrated their value, but there is still a need for a comprehensive methodology
that incorporates existing advancements and algorithms. Such a methodology should
provide a detailed and specific guide for analyzing related data using graphs, addressing
the diverse tasks involved in knowledge discovery. By incorporating these elements,
the users will have clear directions to maximize the potential of graphs in their data
analysis projects.

Adopting a comprehensive methodology encompassing critical tasks is imperative to
leverage the knowledge embedded in data relationships. These tasks involve modifying
a graph by applying rules or operations to its nodes and edges and incorporating new
structural attributes that before do not exist in nodes or relations. Additionally, the visual
representation of graphs and networks plays a vital role in this process. Creating visual
depictions of graphs allows users to identify patterns, anomalies, and trends within complex
datasets, thereby attaining a deeper understanding of the underlying information.

The methodology under discussion provides a detailed and specific guide for analyz-
ing related data using graphs. It encompasses a wide range of operations and tasks that
can be performed, offering a comprehensive array of options. Furthermore, it presents a
coherent order of stages and steps, serving as a valuable reference for conducting thorough
exploration and analysis in a structured manner. The methodology emphasizes effective
modeling and analysis of information using graphs while ensuring flexibility in choosing
tools and algorithms. By following this guide, the users will receive clear directions to
maximize the potential of graphs in their data analysis projects.

3. Related Concepts

In this section, we introduce the principal notions of graphs needed to understand the
proposed work. For further information, we refer to [33,34].

3.1. Graphs

A graph is a mathematical structure consisting of elements named vertices or nodes,
connected by links named edges. A vertex represents an entity that can be any object, such
as people, products, or cities. An edge represents the relationship between two entities.
Some common applications of graphs include social networks, where vertexes are people
and the edges represent friendship or other relationships between people, and transporta-
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tion networks, where vertexes are places (e.g., bus stops and airports) and the edges are the
paths between those places.

According to the nature of the problem, we can model the data using different types of
graphs, whether the relationships between vertexes are bidirectional the graph is known as
an undirected graph; hence, the edge is represented as a straight line. Otherwise, the graph
is known as a directed graph and the edge is represented as an arrow. In this work, we
focus on graphs where the nodes and edges might have one or more associated attributes,
named the labeled graph. Moreover, we can use nodes or edges of different entities and
attributes known as the heterogeneous graph in addition to homogeneous graphs, where
nodes and edges are of the same type and attributes.

3.2. Graph Structure

In order to analyze the graphs, it is useful to consider the structural information of the
graphs, and therefore, it is important to introduce some basic notions as follows.

Graph topology is the arrangement and the form in which nodes are connected.
Through the topology analysis, we could find some important features for the graph
analysis, such as the node’s degree, which refers to the number of relationships of a
node. In-degree refers to the relationships that enter a node, and out-degree refers to the
relationships that leave a node. In undirected graphs, in-degree, out-degree, and degree
have the same value.

Nodes’ centrality is used to identify essential or central nodes in a network. A com-
munity is used to describe a cluster or a set of highly connected nodes within a network.
Similarity is a form to measure or compare how similar two different nodes are in a network
considering their relationships, structural information, or attributes. Path is a sequence of
nodes that are connected throughout the network.

Another important concept to understand the herein proposed work is the subgraph,
a portion of the original graph consisting of a subset of selected nodes and edges, which
reduces the model’s size, and therefore, the analysis’s complexity. A subgraph might be
the result of applying a filter. Two useful operations for analyzing a graph structure are
filtering and summarization. A filter can be a helpful tool to select or show a subset of
nodes or relationships that meet certain conditions or criteria. Using filters can reduce the
size and complexity of the graph and facilitate the analysis and visualization of important
information. Filters can be applied based on attributes, degree, community, weight, or
distance, among others. Structural attributes of a graph are characteristics that describe the
topology. Some examples of structural attributes are degree, community, and path, among
others. Graph summarization is a process that allows for a more compact representation
of the original graph to facilitate the analysis and understanding of complex graphs.
Various algorithms can be used to summarize graphs, by grouping nodes or relationships
based on specific attributes or types of entities to present a more concise version of the
complete graph.

3.3. Graph Visualization

Graph modeling creates an abstract and structured representation of elements repre-
sented by nodes and relationships represented by edges to analyze complex systems in
computer science, social sciences, engineering, and more. The graph model can be dis-
played using different layouts. A layout refers to the form and position in which the nodes
and relationships of a graph are represented on a visualization plane. Various visualization
algorithms aim to minimize the crossing or overlap of relationships and nodes. In the
context of analysis and visualization, drill-down and roll-up operations are two techniques
used to explore data hierarchically and obtain different levels of detail or summary. Drill-
down involves breaking down data from a higher or more general level to a lower or more
detailed level in a data hierarchy. Roll-up involves summarizing data from a lower or more
detailed level to a higher or more general level.
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Some problems, by their nature, require considering the graph’s evolution through
time. In this case, we can analyze the graph by using a timeline, which is a graphical and
sequential representation of events over time. It shows how nodes and relationships are
positioned at specific moments and how they evolve.

4. Methodology Proposal

Analyzing large amounts of highly related information is complex, and sometimes it is
required to visualize it in a summarized way. Some examples are product recommendations,
fraud detection, analysis of relationships such as friendships, collaboration, co-authorship,
lines of authority, influencer detection, logistics in the product supply chain, bill of materials,
routing in a computer network, or finding roads.

We propose a methodology named KDG for knowledge discovery in graphs as a refer-
ence to extract, transform, load, process, model, visualize, and analyze highly connected
information that can be represented by labeled and heterogeneous graphs; applying mining
algorithms to discover new structural features useful to improve the analysis that supports
decision making.

Our methodology provides a global overview of the stages that may be required in
the knowledge discovery process modeled by graphs, which considers all possible tasks
for exploring the information, identifying patterns, making recommendations by applying
queries, using visualization tools, and solving questions, among others.

Figure 1 illustrates the methodology of our approach that comprises six stages: (1) Un-
derstanding the Analytical Process, (2) Graph Building, (3) Graph Mining, (4) Graph
Transformation, (5) Graph Visualization, and (6) Evaluation. Each stage contains several
tasks. The user can choose to accomplish all the tasks in each stage or, at a minimum, focus
on those highlighted explicitly in bold within the figure, as these represent the essential
tasks needed for the methodology.

Figure 1. The methodology for knowledge discovery in labeled and heterogeneous graphs (KDG).
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4.1. Stage 1: Understanding the Analytical Process

The aim of this stage is to establish a comprehensive understanding of all the steps
involved in data analysis before undertaking any actions, analyses, or proceeding to subse-
quent stages within the methodology. Furthermore, it is essential to establish a cohesive
guiding thread that will lead the user consistently throughout the entire application of
the methodology.

This stage consists of five tasks: (1.1) Identify business goals, which consists of aligning
the objectives of the analysis with the company’s mission and vision. These goals typically
follow the SMART goal framework, which means they are specific, measurable, achievable,
relevant, and time-bound; more information can be found at [35]. (1.2) Identify information
requirements which are concrete and feasible, outlining the necessary functionalities. Some
examples are: using a specific technology, algorithm, or tool, data confidentiality, and
using specific data sources. If the reader wants to delve into the information required for
requirements, they can refer to [36]. (1.3) Identify successful metrics for getting objective
data that help users to discover improvement areas and ensure that the project progress is
according to the established goals. It can be quantitative or qualitative measures used to
asses and gauge various aspects of a project, its progress, and its performance. Some exam-
ples of metrics are cost, time, and quality. If the reader wants to delve into the information
required for the metrics, they can refer to [37,38]. (1.4) Identify the project plan is a guiding
document for all stakeholders, providing clear direction. It defines the project’s scope,
duration, required activities, and agreed-upon deliverables. The essential components of a
project plan include the overall business vision, project scope, objectives to be achieved,
team members involved, assigned roles and responsibilities, agreed-upon deliverables,
activity schedule, associated budget, and written approval from the project sponsor. If
the reader wants to delve into the information required for the project plan, they can refer
to [39]. (1.5) Define questions for decision making. Their primary objective is facilitating
the gathering of relevant information, evaluating available options, and considering factors
influencing well-informed and effective decision making. These questions are applicable
in personal and professional contexts, addressing specific dilemmas and contributing to
resolving highly significant problems. They are characterized by their reflective nature and
precise focus, centering on goals, alternatives, consequences, and personal values, often
necessitating deep contemplation. If the reader wants to go deeper into the appropriate
way to define questions for decision making, they can refer to [40,41]. The questions that
are particularly useful for the analysis have to take into account the highly connected
information and are concise enough to obtain a clear answer as an output for the analysis.
Some examples of questions are: how are the data related to each other? Are there some
paths between specific elements? Which are the groups of most related or similar elements?
Which are the elements with more connections in the network? What are the possible new
connections between elements based on hidden data patterns? How similar is one element
to another in terms of its connections? It is important to note that these questions are the
output of this stage, and stages 2 to 5 are performed for each question.

4.2. Stage 2: Graph Building

The aim of this stage is to create a graph model that considers the questions formu-
lated in the previous stage and validate that the data is sufficient to address the ques-
tions. Additionally, it is essential to implement this graph model within a suitable data
storage medium.

This stage consists of four tasks: (2.1) Exploratory Data Analysis, consisting of analyz-
ing the available information by applying one or more of the following options: statistics,
visualization, data aggregations, and identification of missing or corrupted data. This
exploration and understanding of the data occur early in the process, preceding more
in-depth data analysis. In the context of graph building, the objective of this activity is
to identify the entities, properties, and their relationship useful to answer each question
defined in the previous stage. For guidance in the exploratory data analysis (EDA), the
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reader can refer to [42,43], and for a review, a comparative study of four methods employed
in EDA, they can refer to [44]. (2.2) Graph Model Design defines which data will be rep-
resented as nodes, establishes the relationships between them, and defines the attributes
associated with each element. It is possible to design homogeneous or heterogeneous
graphs, as well as labeled or not labeled and directed or indirected graphs. For guidance in
the model process, the reader can refer to [34,45,46]. (2.3) Data Storage Formats Selection,
which involves choosing the technology to store it in graph databases, such as relational,
columns, key-value, documents, graphs, or any other type of file format. To fully harness
the analytical potential of graph analysis, opting for a graph database is recommended but
not obligatory. The reader can refer to [47] for guidance in this selection process. Some ex-
amples are NEO4J, TigerGraph, JSON files, MongoDB, and Apache Cassandra. Finally, (2.4)
Extract, Transform, and Load Data involves acquiring data from diverse sources, including
databases, spreadsheets, flat files, or web services. Data are collected from various origins
and brought into a staging area for subsequent processing. Throughout the transformation
phase, the data undergoes cleansing, formatting, and restructuring to align with the graph’s
requirements. Ultimately, the refined and transformed data are loaded into the storage
media. The reader can refer to [48–50] for guidance in this task. Examples of technologies
that support extract, transform, and load tasks include Kettle Pentaho, AWS Glue, Knime,
and Apache Spark.

The outcome of this stage is the successful implementation of the graph in the selected
data storage format.

4.3. Stage 3: Graph Mining

Graph Mining is a powerful technique that allows for the analysis of various properties
of graphs, prediction of graph structures and relationships, and modeling patterns found in
real-world graphs [9]. This stage focuses on applying centrality, similarity, and community
algorithms, as well as path search algorithms, based on the specific questions to answer. In
certain instances, applying multiple algorithms to fully understand and analyze the graph
may be necessary.

This stage consists of five tasks: (3.1) Select Graph Mining Algorithms, which can
help users analyze and extract information from graph structures, such as social networks,
corruption networks, and transportation systems. Depending on the specific context, users
can apply centrality algorithms to pinpoint the most influential nodes, employ community
algorithms to gain insights into potential node groupings, utilize similarity algorithms
to assess node similarities based on their relationships or utilize pathfinding algorithms
to ascertain the shortest or most advantageous routes between two or more nodes. For
example, we could utilize a community algorithm to find similar products that can be
recommended as a bundle, employ a route search algorithm to determine the shortest path
between two points in different cities, deploy a centrality algorithm to locate a Facebook
friend with the highest number of likes on their posts, or utilize a similarity algorithm to
uncover alternative suppliers for products already in stock at a store. The reader can refer
to [51] for guidance in this task. (3.2) Apply Centrality Algorithms plays an essential role in
network analysis by allowing the evaluation and ranking of nodes based on their influence
and importance. These algorithms are valid for the identification of influential nodes,
the detection of opinion leaders, and the analysis of network structure. In essence, they
provide a measure of the closeness or distance of a node to other nodes in the graph, which
is essential for understanding the dynamics and impact of elements in a given network.
Some examples are Degree Centrality, Betweenness Centrality, Closeness Centrality, and
PageRank. The reader can refer to [52] for guidance in this task. (3.3) Apply Community
Algorithms to delineate clusters or communities of nodes within a graph. These clusters
comprise nodes that exhibit stronger connections among themselves than with nodes
external to their respective groupings. Community algorithms look for patterns in node
connectivity to identify these groups and can help understand how nodes are organized in a
graph. Such algorithms find pertinent applications in identifying communities within social
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networks or detecting cohorts of users who exhibit shared interests on digital platforms.
Some examples are Louvain, Label Propagation, Weakly Connected Components, Strongly
Connected Components, Triangle Count, and K-1 Coloring. The reader can refer to [53]
for guidance in this task. (3.4) Apply Similarity Algorithms quantifies and contrasts the
structural similarity among distinct nodes, graphs, or subgraphs. These algorithms enable
the assessment of the extent to which two graphs resemble each other regarding their
structure, patterns, and interconnections among nodes. Some examples are Node Similarity,
Jaccard Index, and K-Nearest Neighbors. The reader can refer to [54] for guidance in this
task. (3.5) Apply Pathfinding Algorithms determines the shortest or most optimal route
between two specific points on a graph or map. These algorithms find application in diverse
domains, including GPS navigation systems, where they enable efficient route planning,
video games for character movement, and transportation networks for optimizing package
delivery routes. These algorithms employ search techniques and heuristics to identify the
most favorable path, ensuring an efficient solution. Some examples are Dijkstra, Shortest
Path, Breadth Search, Depth Seach, and Random Walk. The reader can refer to [55] for
guidance in this task.

The outputs of the Graph Mining stage are helpful for further analysis. One of the
key outcomes is the generation of information to create new structural attributes that
provide additional insights into the graph’s properties. These attributes can be utilized
for graph summarization, which helps reduce the complexity of the graph by creating
higher-level abstractions and facilitating a more comprehensive understanding of the
underlying patterns and structures. Additionally, the newly derived attributes can be used
to address some of the initial questions that drove the analysis, providing valuable insights
and answers.

4.4. Stage 4: Graph Transformation

The aim of this stage is to incorporate new attributes, nodes, or edges into the original
graph, selecting subgraphs or executing queries to address the questions formulated in the
initial phase.

This stage consists of four tasks guided by the questions defined in stage 1: (4.1) Modify
Topology, which can improve the graph’s representation, enhancing the support for its
analytical process. This task becomes necessary when the nodes or relationships initially
present in the graph are insufficient to address the analysis questions. One example is to
add new relationships for all product nodes purchased together. The reader can refer to [56]
for guidance in this task. (4.2) Include Structural Attributes, which provides additional
information in nodes and relationship attributes for a more comprehensive understanding
of the graph’s structure to enhance the analysis. Examples encompass the integration
of attributes such as degree centrality, PageRank centrality, Louvain community, and
Jaccard similarity into node attributes, as well as including the Dijkstra path as relationship
attributes. The reader can refer to [52] for guidance in this task. (4.3) Apply Summarization,
which is useful to reduce the graph’s complexity by creating higher-level abstractions,
allowing users to gain insights and identify patterns more quickly by grouping nodes,
relationships, or both. For example, the graph can be summarized using attributes such
as degree centrality, Louvain community, or other relevant measures. The reader can
refer to [57] for guidance in this task. (4.4) Generate Subgraphs, which contains filtered
and modified elements from the original graph, structural attributes, and summarization
results. Each subgraph serves as a focused representation of the original graph, tailored to
meet the specific analytical requirements of the users. Examples include the overall graph
structure, a homogeneous graph, and specific nodes of interest. The reader can refer to [58]
for guidance in this task.

The result of this stage consists of one or more subgraphs or graphs with nodes or
edges with new attributes.
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4.5. Stage 5: Graph Visualization

The core of the visualization stage lies in choosing appropriate representations of the
graph to support answering the questions defined in stage 1. Users can choose several
visualization forms, such as tables, networks, or graphics.

This stage has a strong dependence on the previous stages. We contemplate that
there may be multiple iterations between the visualization stage and stage 1, 2, and 3.
Allowing the incorporation of the results of previous tasks such as topological modifications,
new structural attributes or other results of graph mining algorithms. Each alteration
or transformation of the graph carries a visual representation that guides the ongoing
analysis process.

This stage consists of six tasks:
(5.1) Apply Layout refers to configuring the shape, arrangement, and presentation

of nodes, and their relationships within a graph. The objective is to enhance the legibility
and comprehension of the network’s structure. Some examples are Force Atlas Layout,
Circular Layout, Hierarchical Layout, and Tree Layout. The reader can refer to [59] for
guidance in this task. (5.2) Perform Drill-down/Roll-up Operations are two approaches
for navigating and scrutinizing hierarchical or layered data structures. They are useful
for graph visualization and analysis, enabling the in-depth exploration of particulars
or the synthesis of information within higher levels of the hierarchy. Moreover, they
offer the capability to extract pertinent insights across varying levels of granularity or
abstraction. Drill-down involves a comprehensive examination of the hierarchical data
structure, commencing from an upper-tier perspective and progressively delving into finer
levels of intricacy. Within the field of graph analysis, this entails the increasingly specific
exploration of nodes and connections, starting from an initial node. For example, one can
initiate a drill-down analysis at the category level, progressively descending to individual
products. Conversely, roll-up refers to condensing data from lower tiers to upper levels
within the hierarchy. In a graph, it might be necessary the combination or abstraction of
nodes and relationships to present a broader or more top-level perspective of the data
structure. For example, it is possible to initiate a roll-up analysis, beginning with individual
products, aggregating them into categories, and further grouping several categories based
on specified criteria. The reader can refer to [60] for guidance in this task.

(5.3) Define Graph Display Rules comprehends the description, design, and imple-
mentation of the graph representation rules using scripts and visualization tools. The
choices made to implement these rules can profoundly influence the clarity and efficacy
of graph analysis, effectively highlighting patterns, relationships, and facets within the
dataset. These rules can incorporate an array of settings and customizations, each of which
can be applied to distinct facets of the graph visualization. Some examples of display
rules are: (a) appropriate establishing of color schemes and dimensions for nodes and
its relationships, which can be useful in a heterogeneous graph, where nodes may be
color-coded by type, such as products in blue, categories in yellow, and customers in green,
enhancing visual distinction; (b) definition of constraints to determine the inclusion or
exclusion of specific nodes and relationships relevant to a particular analysis, which can be
useful to exclusively show products with sales greater than 200 units in a single day, limited
to the seafood category; (c) clustering criteria for building communities among nodes
or relationships that share distinctive attributes, identifying resulting structural features
within the graph; for instance, one might needs to group all customers who purchased
from the cereal category on Friday mornings, encouraging them to identify purchasing
patterns; (d) display labels of nodes and relationships to show supplementary information
of the graph; for example, using this rule, the display of product nodes could be enriched
by displaying their attributes, such as the expiration date in addition to the description.
The reader can refer to [61] for guidance in this task.

(5.4) Highlight Structural and Attribute Patterns involves the capacity to recognize
recurring patterns within a graph’s structure and the attributes linked to its nodes and
relationships. These patterns are essential for comprehending the nodes and relationships
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inherent in a graph, delivering insights into how its elements interrelate. Structural patterns
concern the organization of nodes and relationships within the graph. They encompass the
detection of subgraphs, cycles, hierarchies, clusters, or any other structural configurations
in the graph. For instance, within an airport network, one might identify the airport or set
of airports that serve as a pivotal hub, connecting numerous others and facilitating transit
between multiple destinations. Attribute patterns center on the attributes or characteristics
affiliated with the graph’s nodes and relationships. These attributes can be instrumental
in grouping nodes sharing common characteristics or purposes. For example, it might be
advantageous to identify attributes that group airports commonly used to improve traffic
congestion. The reader can refer to [62] for guidance in this task. (5.5) Use a Timeline
concerns a visual representation of a data sequence that illustrates the progression or al-
terations within a graph over a specified period of time. This representation tracks and
comprehends the developmental trajectory of nodes, relationships, and attributes asso-
ciated with a graph. Timeline become particularly useful when graph data incorporates
temporal dimensions. These dimensions are instrumental for monitoring and scrutinizing
graph element fluctuations in relationships or characteristics across distinct time points.
Moreover, it is indispensable for procuring dynamic insights and enhancing the grasp of
the temporal dynamics inherent in data during graph analysis. For example, a timeline may
reveal how connections between products and customers have transformed, identifying
products that have experienced shifts in desirability throughout specific periods of the year.
Another illustrative scenario involves exposing the propagation of a disease within a graph
over days, weeks, or months. The reader can refer to [63] for guidance in this task. (5.6) Rep-
resent the Graph Results entails the presentation and visualization of outcomes following
the analysis of a graph. This task involves transforming the gathered insights from the
graph into a comprehensible and expressive format for users. Effectively communicating
the findings and results from graph analysis ensures their comprehensibility and value to
the user. The representation of these results can manifest in diverse formats, contingent
upon the nature of the information and the analysis’s objectives. This representation can
encompass a network view highlighting the graph’s structure by displaying its nodes and
relationships and visual aids such as bar graphs and heat maps. Additionally, represen-
tations can be tables or lists that spotlight node details and attribute values. Significantly,
these representations can be static or dynamic, serving varied purposes. For example, a
bar graph may clarify the top five best-selling products, while a heat map could provide
insights into the most frequently utilized airports. The reader can refer to [64] for guidance
in this task.

The result of this stage consists of representations of the graph appropriate to support
answering the questions defined in stage one.

4.6. Stage 6: Evaluation

The stage aims to evaluate the obtained results, develop the documentation, and
strategically determine subsequent actions.

This stage consists of three tasks: (6.1) Evaluate Results requires a comprehensive
examination and critical analysis of the outcomes achieved throughout the analysis process
to determine their validity, relevance, and utility for each question raised in stage one. This
task serves the dual purpose of safeguarding the credibility and alignment of findings with
predefined objectives. For this, the assessment of results places a premium on the need for
their reliability, pertinence, and value. Furthermore, this task underscores the importance
of contextualizing and communicating these findings efficiently to stakeholders. The evalu-
ation task is a continuous process initiated from stages 2 to 5, entailing a validation process
to ensure the adequacy of the current data in addressing the subsequent stage’s inquiry, as
illustrated in Figure 1. Moreover, in stage 1, should the case context be necessitated, metrics
can be established to complement the decision questions. Consequently, upon reaching
the evaluation stage, the metrics will be prepared to deliver a quantitative resolution in
conjunction with the qualitative assessment. In order to ensure the validity of the results,
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the user needs meticulous scrutiny to confirm the correct application of algorithms and
the appropriate preprocessing of input data. To ensure the relevance of the results, the
user must ascertain whether the insights derived from the results effectively address the
questions raised in stage one. To ensure the utility of the results, the user needs to conduct
an in-depth analysis to gauge the extent to which these insights contribute to accomplishing
the outcomes of stage 1, such as the business goals and questions for decision making.
(6.2) Documentation of Results involves the systematic collection, recording, and structured
presentation of all findings, conclusions, insights, and pertinent data derived from an
analysis, experiment, or investigation. This comprehensive documentation serves the dual
purpose of adeptly conveying the outcomes to relevant stakeholders while safeguarding
the integrity of the work by enabling traceability and reproducibility. It empowers others to
scrutinize and assess the work, establishing a robust foundation for well-informed decision
making. The essential elements to be documented include a project overview, project
execution, data sources, results, limitations, considerations, conclusions, references, and
annexes. (6.3) Determine the Next Steps involves the analysis of current results and the
identification of unmet needs. If it is not possible to answer any of the questions posed in
stage 1, the analysis can give rise to new questions and objectives or start a new project.
However, if all the questions raised in stage 1 were answered satisfactorily, then the project
can be concluded.

The outputs of the evaluation stage include the answers to the guiding questions,
documentation of the project, and the formulation of new questions for further analysis.

Having reviewed the six stages of the methodology for knowledge discovery in labeled
and heterogeneous graphs (Figure 1), we have established a comprehensive guideline for
approaching graph analysis. The upcoming section describes how to apply this methodol-
ogy to address three case studies, showing its practical application.

5. Case Studies

This section explains the application of the methodology through three case studies.
Each case aims to provide an illustrative example without claiming exhaustive coverage.
The first case revolves around the information stored in a relational database, tracking
product sales to various customers. The second case analyzes a dataset encompassing
global airports and their national and international connections. Lastly, the third case study
analyzes a georeferenced dataset from a specific quadrant in Guadalajara, Jalisco, Mexico,
to find the optimal path to visit several museums.

Through these case studies, we show the versatility and applicability of the proposed
methodology in different domains. By leveraging graph analysis techniques, we can extract
meaningful insights, uncover hidden patterns, and make data-driven decisions, ultimately
driving innovation and progress in various fields.

Each stage of the methodology contains multiple tasks, and each task can have several
options to apply; the selection of these options depends on the knowledge of the analysts
and the technical requirements of the scenario.

In all case studies, the graph-based database used is NEO4J. If the user wants to use
a different option, they can follow the process described [47] to choose the one that suits
their case.

5.1. Product Recommendation

Let us assume that a business owner of a supermarket requests analysts to identify
some products to recommend to increase sales based on the most sold products. Therefore,
this case focuses on providing product purchase recommendations. Initially, the informa-
tion is stored in a relational database (RDB). We will follow the KDG methodology to carry
out the analysis. Specifically, we use tasks 1.5, 2.1, 2.2, 2.3, 2.4, 3.1, 3.3, 4.1, 4.2, 4.3, 4.4, 5.1,
5.2, 5.3, 5.6, 6.1, 6.2, and 6.3. Throughout the case study, we will provide the reasoning
behind each of these selected steps.
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According to the methodology, we should check all tasks of stage 1. However, in this
case, there are no defined business goals, such as ’increase the profit in 5% in the first quarter
of the current year’, but there are also no information requirements, such as selecting specific
storage technology or selecting specific product brands, product suppliers or distribution
chains, etc. Furthermore, there are no metrics, e.g., accomplishing the goal in a period of less
than three months or other metrics related to the cost or quality of products. Besides, there is
a lack of a project plan, which is a document that includes the scope, stakeholders, time, and
cost. Although tasks 1.1 to 1.4 are missing, the methodology indicates that we must apply
task 1.5, in which we need to define at least one question for decision making that guides the
analysis to meet the initial request. For this case, we define the following decision-making
questions: (1) What are the top 5 categories of products frequently purchased together?
(2) Which products are among the top 5 most commonly purchased together? (3) Given a
specific product, what are the provided purchase recommendations? (4) Should a product
be unavailable, what is the suggested substitute for a recommendation?

According to the methodology, we proceed to stage 2, where all tasks are mandatory.
The initial task (2.1) involves conducting an exploratory information analysis. The relational
database (RDB) encompasses 13 tables: products, categories, customers, suppliers, orders,
order details, employees, shippers, employees-territories, territories, region, customer
demographics, and customer–customer–demo. Task (1.5) raises questions about product
recommendations, and analyzing the information in a graph format proves to be more
efficient than examining it as tables within a relational database. Moving on to task (2.2),
we formulate the graphical model. As a streamlined transformation strategy, we convert
each table into a node and each relation into an edge. Figure 2 shows the complete model.
In task (2.3), the storage format is selected. Given the graph shown in Figure 2, leveraging
the capabilities of a graph-based database that stores information natively, as a graph is
deemed more effective. In this instance, we opt for NEO4J, although various alternatives
exist, such as Tigergraph, ArangoDB, or Dgraph. For task (2.4), we export each relational
database table to a CSV file and each relation to another similar file. Subsequently, a new
database is created in NEO4J, the CSV files are imported into the database, and a script
in Cypher language is generated to transform each table into a node. Indexes are created
per node, relationships between nodes are established, and attributes of each node and
relationship are included. Finally, the information is uploaded to the graph-based database.
Figure 2 outlines the overall structure of the graph. With the completion of all tasks in
stage 2, we verify the sufficiency of the information and progress to stage 3.

Given our pursuit of product recommendations, community algorithms could be
applied to the graph to recommend products from the same community (3.1). However,
due to the specific decision questions guiding the case, path-finding algorithms (task 3.5)
are unnecessary, as we are not seeking the shortest, most economical path traversing the
entire graph. Similarly, centrality algorithms (task 3.2) are not applicable, since we are not
in search of the most influential nodes. While a similarity algorithm (task 3.4) could be
employed to identify patterns between products on invoices, we opt not to pursue this path.
We focus solely on applying community algorithms (task 3.3) to address the questions.
Upon completing stage 3, we verify the adequacy of the information and proceed to stage 4.

In stage 4, to address the questions, we generate a subgraph that includes the orders,
products, categories nodes, and the relationships connecting them (task 4.4). To facilitate
the recommendation of substitute products (question four), we introduce two new relation-
ships: “buy products” and “buy categories”. We also added a new attribute, “Louvain”, to
the products node, resulting from applying graph mining community algorithms (tasks 3.1
and 3.3). This new attribute enables us to recommend substitute products within the same
group (tasks 4.1 and 4.2). We then apply summarization based on the new attribute “Lou-
vain”, generating a subgraph (task 4.3). Figure 3 illustrates the subgraph, which initially
contains 77 products. The graph is summarised into four groups: the first cluster includes
9 products, the second cluster has 24 products, the third cluster has 20 products, and the
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last cluster consists of 24 products. Upon completing stage 4, we verify the adequacy of the
information and proceed to stage 5.

Figure 2. The general model of the Northwind graph is heterogeneous, directed, and with attributes.
It consists of ten types of nodes and ten types of relationships. These nodes represent different
entities within the graph, while the relationships denote their connections and interactions. This
comprehensive model provides a structured representation of the Northwind dataset, enabling
practical analysis and exploration of its interconnected elements.

Figure 3. The view shows the subgraph of orders, products, and categories, revealing the newly
established relationships of “buy products together” and “buy categories together”. This condensed
representation provides a comprehensive overview of the connections within the dataset, highlighting
the associations between purchased products and the co-occurrence of categories in customer orders.

In stage 5, to answer questions 1 and 2, we execute two queries in the Cypher language
over the subgraph. Because we want to represent the spatial distribution of nodes and
relationships, we use a force-based layout. However, there are other algorithms, e.g., hierar-
chical. Figure 4 displays the subgraph of orders, products, and categories. In this view, we
apply a force-based layout (task 5.1). In addition, we require another visualization to know
how many products belong to each category and how many orders each product had. That
would allow us to select one or more products, have the data dynamically updated, and do
the same with categories or orders. By examining Figure 5, we can observe that when select-
ing the top 5 best-selling categories together, 59 products and 786 orders have been sold. By
performing a drill-down, focusing on category number 4, we discovered 10 products sold
and 304 associated orders (task 5.2). Furthermore, we want to apply a rule to display only
the subgraph containing the top 5 best-selling products. If we take Figure 4 as a base and
apply the rule, we can see the result in Figure 6 (task 5.3), which illustrates the resulting
graph featuring 7 products (due to some combinations being repeated), 240 orders, and
3 categories. In addressing the questions, we found no necessity to emphasize structural
patterns and attributes (5.4) or to establish a timeline that provides information on forward
or backward changes (5.5); hence, these components are not included. Finally, we opted
to utilize a dashboard for presenting the results, as depicted in Figure 7. This dashboard
incorporates two tables: the first showcases the top five best-selling product category pairs,
and the second displays the five best-selling individual product pairs. Additionally, it fea-
tures a dynamic element—a combo box—allowing users to select a specific product. Upon
selection, the dashboard dynamically updates to present both recommended products and
alternative options associated with the chosen product. Upon completing stage 5, we verify
the adequacy of the information and proceed to stage 6.
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Figure 4. The subgraph consists of 830 orders (represented in blue), 77 products (represented in red),
and 8 categories (represented in yellow), each with new relationships indicating products bought
together and categories bought together.

Figure 5. The top 5 selling categories have been identified and chosen inside the circles. If we
exclusively opt for the category with an identifier equal to four, it displays the comprehensive details,
including the total number of products, the identifier for each product, the total count of orders, and
the identifier for each order.

Figure 6. This subgraph consists of the 7 top-selling items, represented by red nodes, along with
the 242 orders in which they appear, denoted by blue nodes. Additionally, the subgraph highlights
the three categories to which these items belong, distinguished by yellow nodes. This visual repre-
sentation clearly explains the relationships between the best-selling items, their order frequencies,
and their corresponding categories. By examining this subgraph, valuable insights can be gained
regarding the popularity and classification of these items within the dataset.
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Figure 7. The dashboard provides an overview of the results addressing the questions. It includes
the following information: Top 5 categories; Top 5 products; Product substitutes; Recommended
products. By analyzing these insights, users can quickly identify the most popular categories and
products, explore alternative options, and receive personalized recommendations based on their
preferences. This dashboard serves as a valuable tool for decision making, enabling users to make
informed choices and optimize their product selection process.

In Stage 6, completion of all tasks is mandatory. The questions outlined in Stage 1
are the foundation for evaluating the results. The questions of this case were as follows:
(1) What are the top 5 categories of products frequently purchased together? (2) Which
products are among the top 5 most commonly purchased together? (3) Given a specific
product, what are the provided purchase recommendations? (4) Should a product be
unavailable, what is the suggested substitute for a recommendation? Based on the analy-
sis, the top 5 categories frequently bought together are Dairy Products and Confections,
Dairy Products and Beverages, Seafood and Beverages, Condiments and Beverages, and
Confections and Beverages. The top five products often bought together are Sirop d’rable
and Sir Rodney’s Scones, Gorgonzola Telino and Pavlova, Camembert Pierrot and Pavlova,
Flotemysost and Camembert Pierrot, and Mozzarella di Giovanni and Gorgonzola Telino.
If we select Chang as a specific product, the recommended products to purchase together
are Aniseed Syrup, Chef Anton’s Cajun Seasoning, Grandma’s Boysenberry Spread, Uncle
Bob’s Organic Dried Pears, or Northwoods Cranberry Sauce. If we consider Mozzarella di
Giovanni, the substitute products could be Camembert Pierrot, Flotemysost, Geitost, Gor-
gonzola Telino, Gudbrandsdalsost, Mascarpone Fabioli, Queso Cabrales, Queso Manchego
La Pastora, or Raclette Courdavault. The dashboard (Figure 7) can be utilized to select any
other product and obtain recommendations or substitute products (task 6.1).

If the information is updated, the recommended categories and products may vary
based on customer orders. Since the analysis was performed using data extracted from
a relational database within a specific timeframe, it is crucial to document the results
associated with a given date. By documenting this information, we can conduct an analysis
based on the timeline of product and product category behaviors (task 6.2). The following
steps would be to create new questions based on the results (task 6.3).

Because we follow the methodology, we have identified the key categories and prod-
ucts frequently bought together. Additionally, we have developed a dashboard that inte-
grates the results and enables users to select specific products for purchase recommenda-
tions or substitute product suggestions.

This approach significantly benefits understanding consumer behavior and enhancing
the shopping experience. Businesses can gain valuable insights to optimize their product
offerings, conduct targeted marketing campaigns, and improve customer satisfaction by
analyzing data based on orders and the interconnections between products and categories.

It is important to note that this case study is based on data extraction from a relational
database within a specific period. Therefore, documenting the results associated with a
given date and conducting further analysis based on the evolution of orders and product
categories is crucial. Updating the information is also essential, as the recommended
products and categories may vary based on customer orders.
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In summary, the application of the proposed methodology has proven to be effective
in the field of product purchase recommendation. This methodology can be adapted to
different contexts and databases, providing businesses with a powerful tool to understand
and enhance their customers’ purchasing process.

5.2. Airports

Airports are a critical component of global connectivity, and identifying the most
important airports within their network of connections is crucial. This case study aims
to determine these key airports and recommend investment in their improvement or
expansion. Initially, the information is stored in two comma-separated files. We follow the
KDG methodology to analyze. Specifically, we use tasks 1.5, 2.1, 2.2, 2.3, 2.4, 3.1, 3.2, 4.1,
4.2, 4.4, 5.6, 6.1, 6.2, and 6.3.

According to the methodology, we should check all tasks of stage 1. However, as in
case 1, there are no defined business goals, information requirements, metrics, or project
plans. Although tasks 1.1 to 1.4 are missing, the methodology indicates that we must
apply at least task 1.5, in which we must define at least one question for decision making
that guides the analysis to meet the initial request. In this scenario, we formulate the
following decision-making question: What are the most important airports in our network
of connections? To refine our response, we establish three subquestions: (1) Which five
airports have the highest number of immediate connections with other airports? (2) Which
five airports could play a pivotal role in maintaining subsequent connections due to their
extensive network ties? (3) What are the top five airports ideally suited for stopovers?
(task 1.5).

Following the methodology, we advance to stage 2, where completing all tasks is
obligatory. The primary task (2.1) entails conducting an exploratory information analysis.
The initial CSV file contains airport details such as name, country, latitude, longitude,
and a unique identifier, while the second file provides information on airport connections.
Notably, all connections are bidirectional, representing both departure and arrival routes.
The files include 225 countries with at least one registered airport. In order to model the
graph, we will represent each airport as a node connected to itself using the “Connected-to”
relationship, as illustrated in Figure 8 (task 2.2). Progressing to task (2.3), we opt for NEO4J
as the data storage solution because it is a graph-based database. Subsequently, we craft a
Cypher script to extract information from the CSV files, transforming airport details into
nodes with attributes and connections into edges. Lastly, we populate a new database
instance with the processed data (task 2.4). With the completion of all tasks in stage 2, we
verify the sufficiency of the information and progress to stage 3.

In Stage 3, we decided to utilize centrality algorithms for addressing the subquestions
related to airports with the most immediate connections, those crucial for continuity, and the
ideal stopover airports (task 3.1). Centrality algorithms prove valuable in identifying critical
nodes within the network, making them well-suited for our objectives at this stage. We
specifically apply them to airport nodes (task 3.2), excluding the application of community,
similarity, or pathfinding algorithms (tasks 3.2 to 3.4). Following the completion of Stage 3,
we assess the sufficiency of the information before advancing to Stage 4.

In Stage 4, there is no requirement to generate a subgraph for addressing the questions,
as we exclusively have nodes of type airports and edges of type connected to, as shown
in Figure 8 (task 4.4). We modify the topology and include the attributes of degree, be-
tweenness centrality, and closeness centrality which will be added to the airport nodes. The
degree attribute will help answer subquestion 1, while betweenness centrality will provide
insights for subquestion 2. The closeness centrality attribute will address subquestion 3
(tasks 4.1 and 4.2). Ultimately, upon applying summarization to both nodes and edges, the
outcome is illustrated in Figure 8. Upon completing Stage 4, we verify the adequacy of the
information and proceed to stage 5.

In Stage 5, our focus shifts to implementing a dashboard (task 5.6), drawing insights
from the tasks accomplished in Stage 4. This dashboard is designed to incorporate three
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tables. The initial table will present the names of airports and their respective countries,
prioritizing the top 5 based on degree centrality. Similarly, the second table will feature the
same information, arranged according to betweenness centrality, while the third table will
be structured based on closeness centrality (Figure 9). In addition, a secondary dashboard
will be accessible. Positioned on the left side of this dashboard is a bar graph featuring the
top 5 countries with the highest number of registered airports. Upon selecting one of the
countries on the right, the screen dynamically updates, showcasing the top 5 airports based
on degree centrality, betweenness centrality, and closeness centrality (refer to Figure 10).
Following the conclusion of Stage 5, a thorough verification of the information’s adequacy
precedes our progression to Stage 6.

Figure 8. The general model of the airport graph is homogeneous, directed, and includes attributes.
The nodes in the graph represent airports, while the relationships between nodes are of the connected-
with type, indicating the connectivity between airports.

Figure 9. The dashboard presents the following information: The top 5 airports with the most
immediate connections and their corresponding countries. The top 5 critical airports for maintaining
continuity, including their respective countries. The top 5 airports are recommended for layovers and
their associated countries.

In Stage 6, completion of all tasks is mandatory. Our initial question was: What are the
most important airports in our network of connections? To narrow down the answer, we
define three subquestions. (1) What five airports have the most immediate connections with
other airports? The chosen ones are Frankfurt, Paris, Amsterdam, Istanbul, and Atlanta.
(2) What five airports could be vital to giving continuity to the following connections due
to their connections with the others? Paris, Los Angeles, Dubai, Anchorage, and Frankfurt
score best. (3) What are the five ideal airports for stopovers? Melbourne, Sao Felix do
Araguaia, Victoria, Vancouver, and Ittoqqortoormiit are the highest. If we share the data,
the airports that appear in more than one category are Frankfurt and Paris (task 6.1).

Based on the results of Figure 9, we can see that the 17 most important airports in
the connection network are Frankfurt, Paris, Amsterdam, Istanbul, Atlanta, Los Angeles,
Dubai, Anchorage, Melbourne, Sao Felix do Araguaia, Victoria, Vancouver, Ittoqqortoormiit,
Neerlerit Inaat, Windhoek, Noumea, and Unalaska. According to the centrality analysis,
they are the ones that should be taken into account when investing or expanding.

Finally, we can replicate this analysis in any country. If we take the United States as
an example, which has the most significant number of registered airports, we can see in
Figure 10 that the airports of Atlanta and Chicago stand out for having the most significant
number of immediate connections, but they also appear among the airports with the highest
flow. Of note, Seattle appears in two categories (task 6.1). If the information undergoes
updates, the outcomes may vary. Considering that the analysis was conducted using data
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extracted from a flat file within a specific timeframe, it is imperative to document the results
tied to a particular date. This documentation enables us to carry out an analysis aligned
with the timeline of airports (task 6.2). Furthermore, future endeavors could consider
incorporating data on passenger traffic at each airport to enrich the analysis further and
explore alternative datasets within the methodology (task 6.3).

Figure 10. The dashboard provides the following information: The top 5 countries with the most
airports. The top 5 immediate connections, exclusively within the United States. The top 5 critical
airports for ensuring continuity in the USA. The top 5 airports recommended for layovers in the USA.

In conclusion, analyzing the airport dataset using the proposed methodology yields
valuable insights into the network’s structure and successfully identifies the most significant
airports. By investing in improving and expanding these airports, we can enhance global
connectivity, optimize travel routes, and stimulate economic growth.

5.3. Path Recommendation

In this case, our goal is to establish a series of routes that connect all pre-registered
tourist attractions, with a specific emphasis on minimizing the overall cost rather than
prioritizing the orientation of the routes. Initially, the data for analysis are sourced from
OSM [65], specifically from a quadrant (Figure 11) within Guadalajara, Jalisco, Mexico. We
follow the KDG methodology. Specifically, we use tasks 1.5, 2.1, 2.2, 2.3, 2.4, 3.1, 3.5, 4.1, 4.2,
4.4, 5.6, 6.1, 6.2, and 6.3.

According to the methodology, we should check all tasks of stage 1. However, as in
case 1, there are no defined business goals, information requirements, metrics, or project
plans. Although tasks 1.1 to 1.4 are missing, the methodology indicates that we must apply
at least task 1.5, in which we must define at least one question for decision making that
guides the analysis to meet the initial request. In this scenario, we formulate the following
decision-making question: Will at least one route allow us to visit all the tourist attractions?
(task 1.5).

Following the methodology, we advance to stage 2, where completing all tasks is
mandatory. The first task (2.1) entails conducting an exploratory information analysis. The
data for analysis are sourced from OSM [65], specifically from a quadrant (Figure 11) within
Guadalajara, Jalisco, Mexico. Our analysis centers around the georeferenced information
of a quadrant in Guadalajara, Jalisco, Mexico. Specifically, we aim to identify the paths
linking the museums within this quadrant. We utilize OpenStreetMaps (OSM) to obtain
the necessary data, which provides valuable geospatial information (taks 2.1). Progressing
to task 2.2, our graph model consists of two types of nodes: user and point. Since OSM is a
community-driven platform, it tracks the users who edit each point or set of points on the
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map. Additionally, the points on the map are identified by a unique identifier, latitude, and
longitude coordinates. Some points may also have additional attributes, such as the brand
name for businesses such as Oxxo or 7-Eleven, contact telephone numbers, street names,
detailed descriptions, or indicators of being a tourist attraction. Although points have no
inherent connection, we will establish relationships and incorporate distance information.
The graph model is illustrated in Figure 12. Continue with task 2.3. We chose NEO4J as the
data storage solution because it is a graph-based database. Subsequently, we extract the
latitude and longitude coordinates of the sites classified by OSM as tourist attractions.

Figure 11. The provided image depicts the quadrant associated with Guadalajara, Jalisco, Mexico,
encompassing the georeferenced information from OpenStreetMaps.

Figure 12. The general attractions graph model consists of a homogeneous and directed graph with
attributes. It includes two types of nodes and two types of relationships.

Furthermore, we transform the OSM information into a graph-based database. Firstly,
we export the data from the selected quadrant in Guadalajara as an XML file. Secondly, we
develop a script utilizing the cypher language to convert each point into a node, extract
their attributes, and insert the information into NEO4J. Each node includes essential details
such as a unique identifier, latitude, and longitude. Thirdly, we calculate the geodesic



Appl. Sci. 2024, 14, 838 21 of 27

distance between every pair of nodes and establish a relationship called “distance” with
the corresponding attribute “geodesicDist”, containing the calculated value. These data are
then incorporated into the graph database (task 2.4). Having completed all tasks in stage 2,
we verified the sufficiency of the information and progressed to stage 3.

In Stage 3, the decision was made to employ path-finding algorithms to address
the route that enables us to visit all the museums (task 3.1). Path-finding algorithms
are particularly advantageous when the goal is to identify optimal routes, determine the
shortest paths, or analyze flow patterns within the network. Consequently, centrality,
community, or similarity algorithms are not applied in this context. Instead, the Minimum
Spanning Tree algorithm (MST) is implemented to identify the path with the least total
weight, facilitating the visitation of all museums (task 3.5). After the completion of Stage 3,
a thorough evaluation of information adequacy precedes our progression to Stage 4.

In Stage 4, we generate a subgraph to identify the points with the tourism attribute,
whose value corresponds to a museum. The outcome yields 11 nodes and 121 relationships
(Figure 13) (task 4.4). To determine the shortest path connecting all the museums, we
modify the graph’s topology by introducing relationships with the lowest weights among
the museums (task 4.1). Additionally, we incorporate a relationship named MST resulting
from applying the minimum spanning tree algorithm to identify the path with the least
total weight that allows us to visit all the museums. These modifications in topology and
the inclusion of a new structural attribute led to the creation of the subgraph depicted in
Figure 13 (task 4.2). Upon completing Stage 4, we verify the adequacy of the information
and proceed to stage 5.

Figure 13. The subgraph comprises points registered in the graph database, specifically representing
museums and their corresponding georeferenced distances.

In Stage 5, we emphasize implementing a dashboard (Figure 14) to showcase the
eleven museums and the Minimum Spanning Tree, enabling visitation to each (task 5.6).
Upon the completion of Stage 5, a comprehensive verification of the information’s adequacy
precedes our transition to Stage 6.
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Figure 14. This subgraph incorporates the eleven museums and the minimum spanning tree that
allows for visiting all of them.

In Stage 6, completion of all tasks is mandatory. The initial question was looking for a
network of connections among pre-registered tourist attractions to minimize the total cost
while disregarding the direction of the connections. We achieved this goal by obtaining the
minimum spanning tree that allows us to visit the following eleven museums: Museo de
Ripley’s Aunque usted no lo crea!, Panteón de Belén, Museo Del Periodismo, Museo del
Periodismo y Artes Gráficas, Museo de la Ciudad, Museo de las Culturas Populares, Museo
de Cera Guadalajara, Museo de Arte Sacro, Casa Museo López Portillo, Ex Convento Del
Carmen, and Museo de las Artes Populares de Jalisco. Thus, we fulfilled the requirement
and answered the question (task 6.1).

Given the dynamic nature of OSM, it is crucial to accurately document the findings
with a specific date, considering the continuous addition of new tourist attractions. Since
the analysis was based on an OSM extract from a specific period, it is essential to ensure
that the results are associated with the corresponding date. By continuously monitoring
and analyzing the behavior of the information, we can adapt and optimize the path
recommendation system to accommodate future updates (task 6.2). In the following
steps, we could expand the quadrant of the map or choose another city (task 6.3).

In conclusion, implementing the proposed methodology has yielded significant results
in establishing a network of connections among pre-registered tourist attractions, resulting
in minimized costs when visiting the eleven museums. The analysis performed on the OSM
extract has provided valuable insights into the connectivity patterns of these attractions.
The use of this methodology in the tourism domain shows its potential to enhance the
visitor experience and optimize travel routes in various regions.

6. Discussion

The paper aims to address critical aspects of knowledge discovery in graph databases
comprehensively. Firstly, it identifies transformation and exploration activities that lever-
age existing knowledge of data relationships. Despite their significance in graph theory,
current methodologies have inadequately addressed these activities. Moreover, the paper
acknowledges the limitations of well-known methodologies such as CRISP-DM when
applied to graph analytics, as it is focused on tabular data and the guidelines provided by
these methodologies are very general; moreover, it does not take into account the challenges
addressed when it is required to model data as a graph. Therefore, there is a gap in those
methodologies between the type of information, the tasks, the visualization used, and what
is required for graph-based analysis.

In order to address these limitations, the paper introduces KDG a novel methodology
specifically tailored for knowledge discovery in graph databases. This methodology offers a
systematic approach to uncovering valuable insights from graph-structured data, empower-
ing researchers and practitioners to extract meaningful patterns and relationships effectively.

To showcase the methodology, we presented three case studies that show its applica-
tion to address various business problems. These examples describe how the methodology
can competently address various challenges, underscoring its versatility and practicality.
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KDG methodology can be compared with others in terms of the tasks we described in
Section 4. We have selected the three most representative methodologies in the literature
for knowledge discovery. We present in Table 1 a mapping of each task with the steps
of CRISP-DM [7], DST [14], and KDD [6]; each row shows the relationship among one
KDG’s task and a step or steps in other methodologies. However, in each stage of our
methodology, there is no one-to-one correspondence between our tasks and the steps
described in other methodologies. This is because the methodologies were not developed
to work specifically with information represented as a graph. Furthermore, the steps of
these methodologies associated with task 3.1 (Select graph mining algorithms) are related
to data mining algorithms in general, not useful for graph mining.

Table 1. Mapping the KDG’s tasks to CRISP-DM, DST, and KDD steps.

KDG Stages KDG Tasks CRISP DM [7] DST [14] KDD [6]

1. Understanding the
Analytical Process

1.1 Identify business goals Business Understanding Goal Exploration Developing an understanding of
the application domain and the
relevant prior knowledge, and
identifying the goal of the KDD
process from the
customer’s viewpoint.

1.2 Identify information
requirements

Business Understanding Business Understanding -

1.3 Identify successful metrics Business Understanding Business Understanding -
1.4 Identify the project plan Business Understanding Business Understanding -
1.5 Define questions for
decision making

Business Understanding Data value exploration -

2. Graph Building

2.1 Exploratory data analysis Data Understanding Data source exploration Creating a target dataset
2.2 Design the graph model - - -
2.3 Select the data storage format Data Preparation Data Preparation Creating a target dataset
2.4 Extract, transform, and
load data

Data Preparation Data Preparation Data cleaning and preprocessing.
Data reduction and projection

3. Graph Mining

3.1 Select graph
mining algorithms

Modeling * Modeling * Matching the goals of tile KDD
process to particular data mining
method. Choosing the data
mining algorithms.
Data mining *

3.2 Apply centrality algorithms - - -
3.3 Apply community algorithms - - -
3.4 Apply similarity algorithms - - -
3.5 Apply pathfinding
algorithms

- - -

4. Graph
Transformation

4.1 Modify topology - - -
4.2 Include structural attributes - - -
4.3 Apply summarization - - -
4.4 Generate subgraphs - - -

5. Graph
Visualization

5.1 Apply a layout - - -
5.2 Perform drill-down or roll-up
operations

- - -

5.3 Define graph display rules - - -
5.4 Highlight structural and
attribute patterns

- - -

5.5 Use the timeline - - -
5.6 Represent the graph results - Narrative exploration Interpreting mined patterns

6. Evaluation

6.1 Evaluate results Evaluation Result exploration Consolidating discovered
knowledge

6.2 Documentation of results Evaluation Product exploration Consolidating discovered
knowledge

6.3 Determine the next steps Evaluation Evaluation -
∗ Indicates the steps are partially similar to the KDG’s task, since other methodologies are not specific to graphs.

In summary, the paper makes significant contributions to knowledge discovery in
graph databases by identifying transformation and exploration activities, addressing the
limitations of existing methodologies, introducing a novel methodology, and providing
concrete examples of its real-world application in business scenarios. The methodology
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is well-suited for analyzing highly interconnected information. However, if the analysis
involves other types of information, this methodology may not be the most suitable choice.
The user should understand the capabilities inherent in working with graphs. While
the user will be provided with a guide to conduct the analysis, foundational knowledge
of techniques, such as graph mining algorithms, is essential. The user must not be an
expert but familiar with the subject. As part of our future work, we plan to integrate
Machine Learning Operations (MLOps) and DevOps practices into our methodology to
enhance its effectiveness and efficiency. By incorporating MLOps principles, we aim
to streamline machine learning models’ development, deployment, and management,
ensuring smooth and scalable operations. Furthermore, we intend to validate the robustness
of our methodology by applying it to a broader range of case studies, enabling us to gather
more insights and validate them in different business scenarios.
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