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Abstract: The possibility of recommendations of musical songs is becoming increasingly required
because of the millions of users and songs included in online databases. Therefore, effective methods
that automatically solve this issue need to be created. In this paper, the mentioned task is solved using
three basic factors based on genre classification made by neural network, Mel-frequency cepstral
coefficients (MFCCs), and the tempo of the song. The recommendation system is built using a
probability function based on these three factors. The authors’ contribution to the development of an
automatic content-based recommendation system are methods built with the use of the mentioned
three factors. Using different combinations of them, four strategies were created. All four strategies
were evaluated based on the feedback score of 37 users, who created a total of 300 surveys. The
proposed recommendation methods show a definite improvement in comparison with a random
method. The obtained results indicate that the MFCC parameters have the greatest impact on the
quality of recommendations.

Keywords: music recommendation system; music information retrieval; audio features; genre
classification; song tempo; artificial neural network; MFCC; GTZAN

1. Introduction

Recommending systems [1–7] based on content and user preferences is a problem that
frequently occurs in existing IT solutions. Any service in which data can be made public re-
quires some way of sorting content. By customizing data served for users, higher retention
can be achieved, and the application’s usability is maximized. In the music domain, the
complex nature of this topic is significant. Music streaming is increasingly common, and
new services providing on-demand access to millions of songs are boosting daily. To attract
new users, more and more advanced solutions in the field of music recommendation [8–10]
are being implemented. However, the subjective nature of music tastes makes recommen-
dations highly demanding. An audio signal contains many characteristics that affect the
quality of received music. Even a slight change in one characteristic of a sound wave can
affect the sound of an entire song.

Moreover, the human way of receiving sound must be considered during the anal-
ysis. Personal preferences in the context of music, which are natural to humans, in IT
recommendation systems are immensely complex to define. However, a system that would
provide new music precisely matched to personal preferences could be very advantageous
to potential users. This problem requires careful analysis of many audio signal features
and defining the similarity index between different songs. Therefore, investigating the
gained recommendation mark based on individual song characteristics is an exciting and
worthwhile issue from a scientific point of view.

The similarity in the context of music is very tricky to define. This difficulty originates
from the high degree of subjectivity in human evaluation. Not all features of a piece of
music can be accurately defined by numerical values, which could then be compared.
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Admittedly, there are attributes for which creating a comparison is not a problem, such as a
tempo or the key of a musical piece. However, in the case of characteristics such as genre
or mood, the boundary between songs is not so obvious.

The musical genre [11] itself is an attractive feature in the context of song similarity.
On the one hand, two songs from the same category will be more similar than those from
totally different genres. On the other hand, finding an objective hierarchy of similarity
between different musical genres is a non-trivial task. In addition, classifying a music
piece [12,13] into a particular genre is often a very complex task, and the song itself may
belong to several genres simultaneously. Since similarity can consist of many factors, it is
challenging to find a metric or indicator to determine the similarity of one piece to another
without conducting extensive research on a human test group. The problematic nature of
this issue is well illustrated by the research conducted to date and existing solutions in the
field of music recommendation.

In the research presented in this paper, the recommendation system is built using a
probability function based on three factors: genre classification made by a neural network,
Mel-frequency cepstral coefficients (MFCCs), and the tempo of the song. With the use of
different combinations of the mentioned three features, four strategies were created. For a
given strategy, using the calculated features and their weights, the distance to other songs
is calculated. By putting in order these distances, the song that will be recommended is
determined. The generated result of recommendation is evaluated based on the feedback
score of 37 users, who created a total of 300 surveys.

The contribution of this paper is two-fold. Primarily, the content-based recommenda-
tion system is built with the use of different features extracted from music songs, namely
Mel-frequency cepstral coefficients (MFCCs), the vector of the probability of the genre, and
the tempo. Secondly, the relevance of different features in the scope of recommendation
quality is measured by the mean opinion score.

The arrangement of the article is as follows. Sections 1 and 2 introduces the undertaken
issue, provides an overview of recommendation systems and related works, and highlights
the contribution. Section 3 describes in detail the built recommendation system. The
conducted experiments are presented in Section 4. The paper is concluded in Section 5,
where future work is also outlined.

2. Related Work

Recommendations of similar works can be divided into two main categories: knowledge-
based recommendations [14] and content-based recommendations [15,16]. The knowledge-
based approach focuses on external information available for a given work. This can be the
song’s metadata, including the author, a specific album, or genre and sub-genres. Statistics
collected from system users are also often used, showing which songs were selected more
often than others. By relying on external data, this strategy minimizes the subjectivity
problem in song similarity. Using the data gathered from users, it does not have to define
the similarity index but only matches its weights to the training data. What is more, using
collaborative filtering, it is possible to generate a well-matched recommendation for a user
at a low computational cost, using simple algorithms such as the K-nearest neighbors
algorithm [15]. The generated recommendations feed themselves into the database, and
the system becomes more accurate with use.

Unfortunately, using external data comes with some difficulties. Getting accurate
data on users and their opinions is an expensive and time-consuming process, which can
be a significant problem for new solutions that do not have a pre-existing user group.
Recommendation results are entirely dependent on the amount and accuracy of the data, so
if the information is limited or incomplete, the system will not work correctly. In addition,
among the recommendations generated by the system, one can expect a preference to select
more popular songs. By design, well-known songs among the user group will be more
frequently selected by them, which will cause the model to assign them greater weight
in further recommendations [15]. Another problem with this approach is the need for
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expensive infrastructure. The requirement to store and process large amounts of external
data may result in high memory cost in such a system. Taking advantage of collaborative
filtering requires the creation of matrices matching users with recommendation objects.
The matrices can be of considerable size for large user and song databases. In addition, as
the system is used, its memory requirements will increase exponentially. Therefore, the
knowledge-based recommendation strategy is most often used in large solutions with a
pre-existing database of users and related statistics, for which large memory requirements
are not a problem. For complete data, the results of solutions using this strategy may give
better results than content-based solutions [17].

Unlike the knowledge-based strategy, the content-based strategy does not base the
generated recommendations on external data but on the song’s content. This approach
does not need additional data because the characteristics are extracted from the object
itself, which is a significant advantage. Based on the extracted parameters, a similarity
classification is created. In the case of music songs, these parameters are obtained from the
sound wave, e.g., using time-frequency analysis. Based on the collected data, comparing the
deviations of individual parameters, it is possible to determine the similarity index between
songs. This ensures that recommendations are not skewed in favor of more popular tracks,
and the designed system is able to recommend new and niche results.

However, since the strategy bases its entire recommendation on a constructed similar-
ity function [18], the problem of defining this concept is particularly highlighted here. It is
difficult to account for and accurately record users’ personal preferences. The selection of
appropriate parameters and their weights is a crucial problem for the correct functioning
of the system. In the case of music tracks, good results were obtained for Mel-frequency
cepstral coefficients (MFCCs) [19]. The problem of matching weights and parameters
can also be alleviated using the backpropagation of recommendation feedback. The song
analysis and parameter extraction also have a higher computational requirement than the
knowledge-based approach. Thus, this strategy is better suited for new solutions where
data on users and their preferences are unavailable. With content analysis, it is possible
to create recommendations without an extensive external database. In addition, even
better results can be obtained using both strategies gaining advantages and minimizing the
disadvantages of the aforementioned approaches [20].

Existing music recommendation systems often rely on multiple systems implementing
both recommendation approaches, combining them into one working mechanism. One
such solution is the Spotify platform with more than 80 million songs available, and more
than 456 million users registered [21]. The primary goal of this service is to enable the
streaming of music and podcasts. In addition to just being able to play music, the service
has song recommendation features, such as Discover Weekly, which generates a playlist of
new songs tailored to a user’s preferences, or Spotify Radio, which generates a playlist based
on a selected artist or group of songs.

The Discover Weekly feature uses collaborative filtering to generate new playlists. Based
on the songs listened to by the user, the service prepares a preference profile and compares
it to similar profiles of other users [22]. Based on this comparison, a list of songs repeated
in playlists with similar profiles is prepared, which the user has not listened to yet.

The Spotify Radio feature uses a hybrid approach, combining both categories of rec-
ommendations. Using the EchoNest search engine, it retrieves both song content data
(such as tempo or tonality) and external data (for example, popularity or user ratings) [23].
The found songs are fed back into the search engine system to generate more extended
and diverse chains of similar songs. A user’s positive or negative response automatically
adjusts the system’s score, propagating the playlist with new data similar to the favorite
song or modifying the weights to improve recommendations in the future. By using the
hybrid approach, recommendations can be more accurately matched to the song selected
by the user.

However, many researchers are focused on extracting and comparing the features
in finding similar songs [24,25]. The most common used ones are timbre, rhythm [26,27],
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MFCCs [28,29], and spectrograms [19,30]. The extracted features can be compared in order
to calculate the distance between songs. There are three main similarity measurements
that are considered for this task [31]: K-means clustering, Expectation-Maximization with
Monte Carlo Sampling, and Average Feature Vectors.

Recently, with the intense development of deep learning, many papers have been
published on neural network-based music recommendation systems, including deep net-
works [32]. The main branches of explored architectures are: classic artificial neural net-
works [29,33,34], convolutional neural networks [19,35–39], different types of recurrent
neural networks [33,34,40], and siamese neural networks [41].

3. Recommendation System

In this section, there is a detailed description of the built recommendation system
along with the methods used.

3.1. Considered Features

The metric for determining the similarity between songs in a built recommendation
system is a function based on parameters extracted from the audio signal. The first group
of parameters whose effectiveness has been investigated is the MFCCs of the song. These
parameters approximate the human way of perceiving a piece of music by using the Mel
scale and contain information about the timbre and texture of the musical piece. They were
initially used in echo detection in seismic waves [42], but it has also found application in
speech detection issues [43]. MFCCs have also been successfully applied to determine the
genre and timbre of a musical piece [44]. Their usability has also been considered for digital
signals [45]. In the field of music recommendation, their effectiveness in direct use has
already been confirmed [19,46,47], so investigating their impact is essential in the context
of the current wider study.

For the experiments, the values of 13 MFCCs were considered with a window size of
2048 frames, a sampling rate of 22,050 Hz, and a hop size of 512 samples. These values
were calculated for three-second fragments of the song. Then, for ease of analysis and
subsequent comparison of signals of different lengths and thus the number of segments,
for each MFCC, the following statistical values were calculated: average value, minimum,
maximum, median, standard deviation, skewness, and kurtosis. A total of 91 different
parameters were obtained, creating a data vector of tested song for the MFCC feature. The
implementation of the librosa.feature.mfcc function included in the Librosa [48] library for
Python language was used to calculate the MFCC value for the segment. This function was
used with default parameters.

Another feature whose influence on recommendation has been studied is the musical
genre. This is a significant feature for the song similarity problem, but extracting it from
the audio signal itself is not possible in a direct way, so this information is often contained
in the song metadata, which the system does not use. However, genre classification can be
obtained with reasonably good results, based on the values of MFCC parameters, using the
artificial intelligence model [46,47]. For this reason, a multi-layer perceptron (MLP) model
was used to extract the genre of the song.

The architecture of the developed neural network is shown in Figure 1. Data obtained
from MFCC, i.e., the 91 mentioned values, are given to the network input. The network
output is 10 neurons representing individual music genres, creating a data vector of tested
song for the genre feature. The network was trained for 200 epochs. The classification
quality for the used dataset after training the model is about 72% of the accuracy, which is
a good result considering the difficulty of extracting this feature. Notably, the similarity
analysis uses the entire vector of individual genre probabilities returned by the model, not
just the most likely genre. Thanks to this, we have more data on the basis of which the
results are developed.

The last feature used in the research is the tempo of the song. This creates the last
single-element data vector of tested song for the tempo feature. Determining the tempo of
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a song can also have a significant impact on similarity, as illustrated in previous research
in this area [49]. All features (except the musical genre) are extracted using the Librosa
library [48].

Figure 1. A multi-layer perceptron architecture used for genre classification.

3.2. Recommendation Method
The system uses a probability function to generate recommendations (Figure 2). After

selecting the input audio signal—the song that the user would like to add to the recom-
mendation system, the system sorts the songs in the database, based on the likelihood ratio
evaluation function maximizing its value. The result of the function is calculated based on
the features obtained during the signal analysis. The values of the data vector for each of
the features are normalized. In the case of features composed of multiple values (such as
MFCCs or genre prediction vectors), each feature component is considered with the same
weight. Then, for each of the other data vectors of previously saved songs, the summed
absolute difference of all values between the tested data vector and the previously saved
one is returned. The result is divided by the length of the data vector. Now, the probability
of similarity of a song according to the given feature (Pf eature) can be calculated. It can be
done by subtracting the obtained result from value one. In this way, a value from 0 to 1
is calculated for each feature, where 1 means that the compared musical pieces are the
same. The calculated probabilities for the features (PMFCC, PGenre, PTempo) are then used to
calculate the final probability of similarity (PStrategy), according to the used strategy.

Pstrategy =
PMFCC · weight o f MFCC + PGenre · weight o f Genre + PTempo · weight o f Tempo

weight o f MFCC + weight o f Genre + weight o f Tempo

In this way, the main computational overhead is realized when adding a song to the
recommendation system, In this moment the process of determining the values based
on which the proximity of other musical songs is calculated. The final recommendation
process—which is only searching for the closest song from those already added to the
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database would make the final determination of recommended songs respectively fast and
well scalable.

Figure 2. Calculating the probability of similarity of a song.

For the study, five sets of weights called strategies were prepared for the proposed
features. Four strategies play the role of evaluating the relevance of individual features
for the quality of recommendations. The strategies PrioritizeMFCC, PrioritizeGenre and
PrioritizeTempo assign greater weight (4 times more weight) to one of the parameters
(MFCCs, genre vector, and tempo respectively), giving equal consideration to the other
features. The fourth strategy Unbalanced prioritizes genre vector first (3 times more weight),
then MFCC values (2 times more weight), and finally tempo (single weight). Such a choice
of individual weights was arbitrary and resulted from preliminary assumptions that the
music genre may have the greatest impact on generating correct recommendations, and the
tempo has the smallest impact. The fifth strategy does not consider any feature and returns
a random value generated by a pseudorandom number generator. Its task is to evaluate
the strategies created against the random solution, which is the study’s control sample.
The weights of each strategy were chosen arbitrarily based on the preliminary tests, and
their distribution is shown in Figure 3. The number of individual blocks in a given strategy,
indicates the strength/weight of a particular method in that strategy.
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Figure 3. Distribution of weights for each strategy.

3.3. Dataset

The GTZAN dataset is one of the best-known and most widely used datasets in the
field of music processing. It was created for music genre classification in 2002 and takes its
name from the initials of its creator George Tzanetakis [44]. The set contains 1000 audio
signals, which are 30 s excerpts of songs representing various musical genres. Each song is
assigned to one of 10 musical genres: blues, classical, country, disco, hip-hop, jazz, metal,
pop, reggae, and rock. One hundred different songs are assigned to each genre. As a result,
the data representation of each category is equal, making the dataset balanced.

Larger datasets might offer a more thorough assessment of the recommendation
system but at the same time, the disadvantages of these datasets will limit this evaluation.
While it is easy to find a larger data set, finding a more appropriate one is not. The GTZAN
collection contains 10 of the most typical, well-known music genres with a collection of
files containing individual songs in musical form. This seems to be the most refined data
set in terms of musical genres. Other collections either have fewer music genres, or these
music genres do not necessarily represent the most popular ones, or the music pieces are
not best suited to a given genre, or the database only contains metadata and the presented
research requires music files.

3.4. Data Acquisition Method

The features used in the research have already been used in music recommendation
tasks [19,20,47,49]. Thus, it can be assumed that their impact on the quality of recommenda-
tions will be significant, and the results will be much better than a random recommendation.
Using a machine learning model to predict a song’s music genre may sometimes generate
erroneous outcomes, but this should not affect the recommendation results. Similar songs
should generate comparable data, even if the original classification is inaccurate. In addi-
tion, using the full probability vector should allow better recommendations than if only
the most likely genre criterion is used since similar songs should have similar probability
vectors. Better results are also expected for musical genres with distinctive characteristics.

The complex nature of the recommendation makes it challenging to create an artificial
quantifier of similarity since it is a largely subjective characteristic. Therefore, a purpose-
built application with a recommendation evaluation system was used to collect data.
During the study, 300 surveys (Figure 4) were collected from 37 different users. All of these
users are adults of various age. The surveys were taken anonymously. During each survey,
the user rated each recommendation on a scale of mark 1 to mark 5, assigning that the
higher value of mark, the more similar the recommendation was to the given song. So,
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mark is a subjective assessment of the similarity between songs given by the respondents.
The indication as mark 5 is according to the user an ideal recommendation, and with mark
1 a completely unsuccessful recommendation. Recommendations were not rated against
each other but only compared to the input one. The order in which recommendations were
presented using different strategies was random. If two or more strategies pointed to the
same song, it was presented only once in the survey.

(a) (b)

(c) (d)

Figure 4. Histograms of the distribution of recommendation ratings for selected strategies:
(a) PrioritizeMFCC_SimilarityStrategy, (b) PrioritizeGenre_SimilarityStrategy, (c) PrioritizeTempo_
SimilarityStrategy, (d) Unbalanced_SimilarityStrategy.

4. Experimental Results

In this section, the description of conducted experiments are presented together with
the presentation of the results obtained.

4.1. Quantitative Results

Based on the collected surveys, an evaluation of the proposed recommendation strate-
gies was carried out. For each strategy, 300 samples were collected. The control group
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was generated by the Random strategy, which randomly generates recommendations. The
collected data for each strategy was placed in Table 1.

Table 1. Summary of strategy recommendations and user evaluations.

Strategy
User Rating Mark 1 Mark 2 Mark 3 Mark 4 Mark 5 Avg.

No. % No. % No. % No. % No. %
Random 215 71.7 44 14.7 22 7.3 12 4.0 7 2.3 1.51
Unbalanced 46 15.3 40 13.3 56 18.7 76 25.3 82 27.3 3.36
PrioritizeMFCC 38 12.7 37 12.3 46 15.3 82 27.3 97 32.3 3.54
PrioritizeTempo 44 14.7 42 14.0 58 19.3 74 24.7 82 27.3 3.36
PrioritizeGenre 46 15.3 41 13.7 64 21.3 77 25.7 72 24.0 3.29

For each rating (value of mark), the result showing which strategy received the most such ratings (given by
people checking the recommendation system) is in bold.

For the Random strategy, most recommendations received the marks of 1 or 2. For
the 300 surveys collected, 86.33% of the user ratings were below the value of 3, with a
significant predominance of the lowest value 1 of mark (215 surveys). Only seven times
was the highest value of mark 5 selected with the use of this strategy. The mean value of
the user rating (values of marks) for this strategy is 1.507, with a standard deviation of
0.959. This is the only strategy for which this trend occurred.

The remaining strategies had the most marks clustered in values between 3 and 5, and
for none of them, the number of lowest ratings (values 1 of marks) exceeds the threshold
of 16% of all ratings. The results among this group of strategies were very close to each
other, as can be seen in Table 1. Remarkably similar are the strategies PrioritizeGenre,
PrioritizeTempo, and Unbalanced. The distributions of values of marks for these strategies
differ by less than 4%. The lowest mean value of mark of this group was obtained for
the strategy of prioritizing a genre and was 3.293, with a standard deviation of 1.374. For
the other two strategies mentioned, the mean value of mark was equal and was 3.36 with
deviations of 1.394 for PrioritizeTempo and 1.404 for Unbalanced. The PrioritizeMFCC strategy
deviates slightly from the norm. It has the highest number of marks of 4 and 5 of all
strategies (82 and 97 surveys, respectively). This is also illustrated by the average value of
mark of 3.543, with a standard deviation of 1.381.

The statistical significance tests were performed for the results obtained for the devel-
oped strategies. For each of the four non-random strategies, a statistical significance test
was conducted with a alpha = 0.05 compared to the Random strategy. Similarly, analogous
significance tests (Table 2) were conducted for the relationship between the PrioritizeMFCC
strategy (which has the highest average value of marks from the surveys) and the other
non-random strategies.

Table 2. Statistical significance tests for different strategies.

Compared Strategies p-Value Difference Statistically Significant

PrioritizeMFCC – Random 4.8 × 10−61 Yes
PrioritizeTempo – Random 1.8 × 10−53 Yes
PrioritizeGenre – Random 1.5 × 10−52 Yes

Unbalanced – Random 1.7 × 10−54 Yes
PrioritizeMFCC – PrioritizeTempo 0.0038 Yes
PrioritizeMFCC – PrioritizeGenre 5.9 × 10−5 Yes
PrioritizeMFCC – Unbalanced 0.00059 Yes

Based on these results, it is evident that for each test, the p value is significantly below the
alpha value, proving that the obtained survey results are statistically significantly different.

4.2. Impact of a Genre

The logical and most natural recommendation criterion seems to be the music genre.
This is why the influence of the genres on the recommendations was additionally checked.
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In this part of the research, the dependence of the strategy’s average rating on the
input song’s genre was tested on the investigated data. Table 3 shows a summary of the
developed strategies. The best average value of the mark for each music genre has been
bolded. Most of the strategies behave similarly compared to the others, regardless of genre.
There is a noticeable drop in performance for the country genre, with all strategies having
an average value of a mark of about 2.3. Data analysis for this genre did not reveal an
objective relationship between the indicators of individual parameters and lowered ratings.
Therefore, this issue will be investigated in future research.

Table 3. Summary of music genres and average user ratings by strategy.

Genres
Strategy

PrioritizeMFCC PrioritizeTempo PrioritizeGenre Unbalanced No. Avg.

blues 3.97 3.52 3.45 3.58 31 3.63
classical 3.60 3.43 3.70 3.57 30 3.58
country 2.35 2.23 2.31 2.31 26 2.30
disco 3.63 3.41 3.38 3.25 32 3.41
hiphop 3.59 3.78 3.22 3.33 27 3.48
jazz 3.81 3.88 3.76 3.83 41 3.82
metal 3.58 3.00 3.46 3.54 24 3.40
pop 3.44 3.18 3.15 3.21 34 3.24
reggae 3.87 3.80 3.07 3.47 30 3.55
rock 3.32 2.96 3.16 3.24 25 3.17

The implementation of the recommendations for this genre, through the methods used,
achieves clearly worse results, but at the current stage of the research, it cannot be clearly
stated that this music genre is more difficult to recommend. Perhaps it is related to the taste
of people carrying out the voting in the conducted research. In order to authenticate the
difficulty of recommendations for a country music genre, tests with more people, including
those who appreciate country music, should be conducted.

Table 3 also shows that the PrioritizeMFCC strategy achieved noticeably better results
than the others when rating the blues genre, but the difference was insignificant.

The musical genre of the songs recommended by each strategy was also checked
against the musical genre of the input song. A summary for each strategy can be seen in
Table 4. It can be seen that for each of the strategies, there is a tendency to recommend songs
of the same genre as the set song. Interestingly, the most genre-like recommendations were
generated by the PrioritizeMFCC strategy; out of 300 results, 286 were recommended from
the same category. The ratio is virtually identical for the other strategies, with 285 pieces
from the same category for the PrioritizeGenre strategy, 283 for Unbalanced, and 277 for
PrioritizeTempo.

Table 4. Comparison of the musical genre of the recommendation with the actual musical genre of
the input song.

Genres
Strategy PrioritizeMFCC PrioritizeTempo PrioritizeGenre Unbalanced

Same Different Same Different Same Different Same Different
blues 31 0 31 2 31 1 31 1
classical 30 0 30 0 30 0 30 0
country 25 2 23 5 23 1 23 1
disco 30 5 27 3 30 3 30 6
hiphop 22 0 24 2 22 0 22 0
jazz 41 0 41 0 41 1 41 1
metal 22 1 23 2 23 1 23 1
pop 34 1 33 2 34 3 34 3
reggae 27 1 26 3 26 3 26 2
rock 24 4 19 4 25 2 23 2
Sum 286 14 277 23 285 15 283 17
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Analyzing Table 4, we can also see that the country genre does not suffer from any
specific drop with respect to the other genres. It seems that the used methods and strategies
work similarly for any music genre. This reinforces the idea that either country music is
more diverse and therefore more difficult to recommend, or it depends on the taste of the
people making the actual recommendation.

5. Conclusions and Future Work

The results obtained with the use of different features are much better rated by users
than randomly returned musical songs. Based on the data, each strategy received an average
mark above the value of 3 during the evaluation, while the average random recommen-
dation received an average value of mark of 1.51. Even with a not so big research dataset,
this trend is very clearly observed. In addition, the average user rating of 3.54 (average
value of mark) for the best strategy is promising, especially for a new system using only
a content-based approach. The recommendation marks did not differ significantly across
music genres, except for the country music genre. However, the small amount of data and
additional analysis of the results indicates that this may have been an outlier observation.
If more data had been collected, possibly, the value would have come closer to the others.
This idea is also supported by the fact that this trend occurred for each strategy, despite
the significant differences in the included weights for each feature. Enlarging the set of
collected data and using it again to adjust the weights of the strategies could yield even
better results.

Since a relatively small amount of data was collected in this research, it is challenging to
draw decisive conclusions. The trends expected in the research are visible, and the features
extracted during the analysis significantly impact the quality of the recommendations. The
data obtained indicate that the MFCC parameters have the greatest impact on the quality of
recommendations. The PrioritizeMFCC strategy, which gives the most significant weight
to this feature, achieved the best results among the surveyed users. This difference is
evident with the data obtained and occurs consistently, regardless of other factors such as
genres. However, further research is required to determine how much impact this indicator
has on the quality of recommendations.

The solution has great potential for development, and its extension would provide
an accurate basis for use in music recommendation. Potential development paths for the
recommendation system include expanding audio feature analysis, enlarging the number
of features, and increasing the number of available strategies. Better results could be
achieved by using the research data to adjust the weights assigned to the parameters, for
example, by creating strategies based on an artificial intelligence model with backward
error propagation.

The research obtained with the proposed recommendation strategies allows prelim-
inary conclusions to be drawn, and an increase in the number of surveys is needed to
develop the research. The recommendation system will need to be expanded to obtain
more information. Testing the system with other data sets, such as the Free Music Archive
dataset, would also be beneficial. Another research direction would be to implement a
larger number of more diverse strategies. This would allow new parameters to be explored,
non-linear relationships between them to be investigated, and similarity scores to be tested.
In addition, creating strategies based on, for example, deep neural networks, would make
it possible to adjust the weights of individual features as the recommendation system
runs, based on user feedback. Nevertheless, the presented results are very promising and
encourage further work.
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