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Abstract: A general and precise protocol that follows the standards of an inverse problem in engi-
neering is proposed to estimate groundwater velocity from experimental lectures of temperature
vertical profiles in a 2D aquifer. Several values of error in the temperature measurements are assumed.
Since a large quantity of parameters and initial conditions influence the solution of this process, the
protocol is very complex and needs to be tested to ensure its reliability. The studied scenario takes
into account the input temperature of the water as well as the isothermal conditions at the surface
and bottom of the aquifer. The existence of an input region, in which profiles develop to become
linear, allows us to eliminate experimental measurements beyond such a region. Once the protocol is
developed and tested, it is successfully applied to estimate the regional (lateral) groundwater velocity
of the real aquifer and the result compared with estimations coming from the piezometric map.
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1. Introduction

The steady-state temperature profiles in a depth aquifer, where groundwater pene-
trates from the left border to a limited region where profiles develop, is strongly dependent
on the groundwater velocity and its input temperature, which generally differs from the
surface and bottom temperatures of the domain. This problem has been studied decades
ago [1–4] and more recently [5–9].

The horizontal groundwater flow with a constant temperature coming from an in-
let border, in an extended aquifer whose surface and bottom are subjected to isothermal
(Diritlech) conditions, gives rise to a temperature field within the aquifer that depends
on both the depth and the horizontal location. The extension of the region in which the
temperature field is developed has been recently studied and characterized dimension-
ally [10]. These authors provide expressions for the width of the developed region as a
function of the depth of the aquifer, groundwater velocity and thermal diffusivity of the
porous media, and the latter combines the thermal conductivity of the soil–fluid matrix
and the specific heat of the fluid. Based on the developed length of the temperature pro-
file, the vertical dependence of the temperature profiles can be expressed as a function
of the relative horizontal location with respect to that length, while the horizontal profile
throughout the development region is a function of the relative location with respect to
the depth of the aquifer. Beyond this development region, the profiles are constant and do
not allow estimations of water flows. This explains the non-dependence of the profiles on
the global horizontal extent of the aquifer, a novel result not assumed in these scenarios
by other authors who impose the added and unrealistic condition of the existence of a
constant horizontal thermal gradient along the entire aquifer, resulting in different profiles
throughout the domain [11,12]. After these studies, no other works have been published on
the estimation of horizontal fluxes with the hypothesis of the existence of a development
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region. In addition, all the temperature profiles resulting from the temperature field are
very sensitive to the dimensionless group defined from the three temperatures that set the
boundary conditions.

An estimation of groundwater velocity in the form of an inverse problem could
be carried out using the universal type-curves related to temperature profiles, but this
would require a large number of abacuses, because of the many potential values of the
dimensionless group related to the three boundary temperatures. The other and more
general technique for the velocity estimation is that of setting a classical inverse problem
protocol [13], based on the minimization of a functional that compares, in successive
steps, the experimental measurements with those coming from the numerical simulation of
scenarios that progressively approach the solution [14]. This technique has been successfully
applied to inverse problems of similar complexity in different fields [15–18]. Due to the
large number of parameters involved in these problems (depth, boundary temperatures
and thermal properties, as well as the experimental thermal profiles), the proposed protocol
is complex and requires a sufficient number of iterations. Two functionals are defined, one
for each position of the temperature measurements. After numerical iterations, the sum
of these functionals converges toward a minimum value corresponding to a scenario that
provides the desired estimates.

This document is structured as follows. In Section 3, the physical and mathematical
model of the scenario under study is described. The steps and block diagram of the applied
inverse problem protocol, which uses a classical technique [13], for flow estimation are
presented in Section 4 and the results are verified in Section 5. The verification includes the
introduction of temperature deviations in the measurements to simulate the errors of the
measuring instruments. Finally, in Section 6, such a protocol is applied to a real aquifer,
and the estimates flows are compared with those obtained applying Darcy’s Law.

2. Physical Scenario

The scenario studied is shown schematically in Figure 1. In the saturated 2D rect-
angular aquifer, with impervious top and bottom surfaces, the groundwater penetrates
through the left vertical border with constant velocity (vo) which is maintained throughout
the aquifer due to the imposed piezometric gradient. Thermal conditions of the first class
(Diritlech), with different temperature values, are imposed at the left, upper and bottom
boundaries. It is assumed that the aquifer is large enough so that the region of development
of the vertical temperature profiles, limited by l*T, is less than the length of the aquifer (L).
Beyond this region, the vertical temperature profiles are straight lines. In order for this
scenario to reproduce the behavior of real aquifers, no other conditions or assumptions
regarding the natural processes of heat advection–diffusion within the aquifer are added.
The imposition of horizontal thermal gradients assumed by other authors [11,12], for ex-
ample, would radically change the solution of the problem, since the vertical temperature
profile would change throughout the entire scenario regardless of its horizontal size.

Assuming a homogeneous and isotropic 2-D aquifer, the mathematical model is
formed via the heat balance governing equation, which involves diffusion, convection and
storage processes, plus the boundary thermal conditions:

k
(

∂2T
∂x2 +

∂2T
∂y2

)
− ρe,wce,w

(
vo

∂T
∂x

)
= ρece

∂T
∂t

(1)

T(x=0,y,t) = Tw (2)

T(x,y=0,t) = Ts (3)

T(x,y=H,t) = Tb (4)

T(x,y,t=0) = Tini (5)
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According to [10], the horizontal extent of the development of temperature profiles is

l*T = C1
H2vo

αm
(6)

with C1 as a constant that is the function of the chosen criterion to define this length. So,
when the temperature at the right end reaches 99% of its steady-state value at y = H/2,
C1 = 0.49. As regards the curvature of the profiles within the development region, this
depends on the value of the monomial Tw−Ts

Tb−Tw
.

The mathematical model is numerically simulated using the free software Ngspice [19]
via a precise model based on the network simulation method [20], a tool that has demon-
strated efficiency and reliability in many other problems of similar or higher complex-
ity [21–26]. Ngspice provides the exact solution of the networks due to its powerful
algorithms, so that the negligible errors caused by computation are only due to the grid
size. In the meshes considered in this article (or the order of 40 × 100), the resulting errors
are below 0.1% [19].
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3. The Inverse Problem, vo versus T − y

This inverse problem consists of determining flow velocities via direct measurements
of two sets of N discrete values of temperature–depth at two horizontal positions, (T − y)xa,i
and (T − y)xb,i, 1 ≤ i ≤ N and xa > xb. It is assumed that steady-state temperature
conditions have been reached throughout the whole aquifer. The duration of the transient
to stabilize the profiles depends essentially on the water velocity, which marks the advection
process below the water table of temperature Ts and which defines, in turn, the time it takes
for the water to travel through the aquifer extension (l*T) where the temperature–depth
profile develops.

The geometric shape of these two discrete temperature profiles, which are affected by
the instrument error, must be non-linear to ensure that the positions of the measurements
are within the development region of the temperature profiles (xa < l*T and xb < l*T) and
that the proposed inverse problem protocol can, therefore, be applied. The curvature of
the experimental temperature profiles ensures that the latter condition is satisfied. The
temperature field in the aquifer and, as a consequence, the abovementioned profiles, are
determined by the groundwater velocity vo. It is assumed that locations xa and xb with
respect to the origin of coordinates (or the water inlet region location) are not known, since
such an origin is also unknown. Of course, the value of l*T is not known a priori since
this value depends on vo. If the conditions xa < l*T and xb < l*T are not satisfied (which
means that experimental profiles are linear or quasi-linear), no solution can be obtained.
Then, locations must be corrected by choosing instead another (or others) closer to the
water inlet region. It is also assumed that the horizontal thermal diffusivity is negligible
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against advection to make the influence of velocity, as opposed to horizontal diffusion,
predominant and that the time necessary to reach the steady state has elapsed. Finally,
parameters α and H are assumed to be known, as well as temperatures Ts and Tb. Tini is
irrelevant since we work at steady-state conditions. In short, the input data of the inverse
problem are H, α, Ts, Tb, (T − y)xa,i, (T − y)xb,i and xo (the distance xa − xb). The input
temperature of the water, Tw, is also an unknown.

The protocol for the solution of the inverse problem synthesizes as follows:
Step 1. A scenario is numerically simulated with the known data. A value of Tw,1 is

proposed that can be initially adjusted from the shape of the measured temperature profiles,
determining whether it is an inlet temperature outside the limits of these profiles (upper or
lower) or between such limits [10]. A first random velocity vo,I (I refers to first iteration) is
also imposed, greater than the supposedly expected one. The numerical solution provides
the temperature field in the aquifer that is named T(x, y)sim,I.

Step 2. The discrete profile T − y closest to the water entry boundary (T − y)xb
is

compared with those resulting from the simulation in successive horizontal positions,
starting with values close to locations where the profile is nearly linear. The following
functional is defined:

Ψb,xsim =
i=N

∑
i=1

[
(T − y)xb,i − (T − y)xsim,i

]2
(7)

where (T − y)xsim,I
is the set of N values of the simulation corresponding to the horizontal

position. Once obtained, Ψb,xsim and the new Ψb,xsim are evaluated from successive locations,
xsim = xsim − ∆xsim, until reaching the location for which Ψb,xsim is minimum. ∆xsim is a
finite value sufficiently small to produce an appreciable change in the functional. Let us
name xb,I and Ψb,min,I the final convergent values of this iteration.

Step 3. The values (T − y)xa,i are compared with those of the simulated model at
xa,I = xb,I + xo, xo = xa − xb. The new functional is built whose value is Ψa,I.

Ψa,j =
N

∑
1

[
(T − y)xa,i − (T − y)xa,j,i

]2
(8)

Once the former steps related to the first iteration (j = I) are finalized, the partial results
vo,I, xb,I,Ψb,min,I, xa,I and Ψa,I are retained.

Step 4. vo,I is modified by decreasing it by a small value, ∆vo,I (a small fraction
of vo,I, for example, is 0.05·vo,I). The model is simulated again for the new velocity of
vo,II = vo,I − ∆vo,I. Steps 2 and 3 are repeated for the new iteration (j = II) providing the
new values, vo,II, xb,II, Ψb,min,II, xa,II and Ψa,II.

Step 5. If Ψb,min,II + Ψa,II is less than Ψb,min,I + Ψa,I, go back to Step 4 (which takes
one back to the application of steps 2 and 3, with j = III) to obtain the new values vo,III,
xb,III, Ψb,min,III, xa,III and Ψa,III. Continue with new iterations until reaching one, j + 1,
for which Ψb,min,j+I + Ψa,j+I is greater than Ψb,min,j + Ψa,j. The estimated velocity is that
corresponding to iteration j. Experimental profiles (T − y)xa,i and (T − y)xb,i are estimated
to be at locations xb,j and xa,j. The characteristic length can then be determined from its
expression using Equation (6).

Step 6. If Ψb,min,II + Ψa,II is greater than Ψb,min,I + Ψa,I, go back to Step 4, but take a
negative increment for the velocity, −∆vo.

Step 7. To estimate Tw, new successive values of this input temperature, Tw,2 = Tw,1 + ∆Tw,
Tw,3 = Tw,2 + ∆Tw . . ., with ∆Tw, a fraction of Tw,1, and of each of these temperatures, steps
1 to 6 are repeated. The final estimates of vo, xb and xa are those values of these quantities
for which the functionals Ψb and Ψa are minimum.

Figure 2 shows a block (flow) diagram of the protocol, which could be optimized for
faster convergence through programming routines, selecting non-constant values (depen-
dent on the results of each iteration) for ∆vo.
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Figure 2. Block diagram of the inverse problem protocol.

4. Verification of the Protocol

The proposed protocol is verified as follows by a specific test that guarantees its
reliability. Firstly, a direct problem is posed (with all known parameters) and numerically
simulated. From its solution, we deduce the temperature field of the scenario and, from
it, the characteristic length (l*T) in which temperature profiles develop. Then, we read
temperature values at different depths at two arbitrary positions, xa and xb, within the
profile development region, 0 < x < l*T. Let us call (T − y)xa,i and (T − y)xb,i, with xa > xb,
i = 1, 2, . . . and N, the discrete set of regularly distributed temperatures in depth. To
introduce deviations in these readings, and to simulate measurement errors, random
errors of maximum value e% are applied to each reading. The new sets of temperature
values, denoted as (T − y)xa,e,i and (T − y)xb,e,i, will be the input data for the inverse vo
estimation problem.

The parameter values for the direct problem (for which a negligible horizontal diffu-
sivity effect is guaranteed, compared to advection) and the discrete temperature profiles
affected by the error, which constitute the input data for the inverse problem, are shown
in Table 1. Two random errors, 1 and 2%, are chosen, while the number of measurements
regularly distributed along the depth is N = 8.

A refined mesh of 41 (horizontal) × 100 (vertical) is adopted, requiring a computing
time of a few seconds for each iteration. As ordered, 30 iterations have been simulated by
applying steps 1 to 8 of the protocol. The final estimates and a sample of partial results,
with vo = 5 × 10−6 m/s and ∆vx,o = 0.1 × 10−6 m/s, are shown in Tables 2 and 3. The input
data are H = 1.0 m, T1 = 0.0 ◦C, T2 = 0.2 ◦C, T3 = 1.0 ◦C, α = 10−7 m2/s, vo = 5 × 10−6 m/s,
xa = 3 m, and xb = 9 m.
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Table 1. Parameters of the scenario and sets of input temperature profiles at locations xa and xb, for
e = 1 and 2%.

y (m)
Txa (◦C) Txb (◦C)

Real e = 1% e = 2% Real e = 1% e = 2%

0.11 0.797 0.798 0.790 0.868 0.876 0.863
0.23 0.595 0.597 0.583 0.725 0.729 0.719
0.35 0.431 0.434 0.425 0.588 0.583 0.590
0.48 0.309 0.308 0.306 0.459 0.458 0.454
0.60 0.219 0.221 0.222 0.340 0.342 0.346
0.72 0.148 0.149 0.151 0.230 0.232 0.228
0.84 0.083 0.083 0.083 0.128 0.128 0.128
0.96 0.019 0.019 0.019 0.029 0.029 0.029

Table 2. Partial and final results for e = 1%.

vo,i (m/s) Ψb,min,j Ψa,j Ψb,min,j+ Ψa,j xa,j (m) xb,j (m)

2.0 × 10−6 0.0244 0.1059 0.1303 1.20 7.20
4.0 × 10−6 0.0066 0.0327 0.0939 2.40 8.40
4.5 × 10−6 0.0148 0.0156 0.0304 2.60 8.60
4.9 × 10−6 0.0047 0.0110 0.0157 3.00 9.00
5.1 × 10−6 0.0091 0.0127 0.0217 3.00 9.00

Table 3. Partial and final results for e = 3%.

vo,i (m/s) Ψb,min,j Ψa,j Ψb,min,j + Ψa,j xa,j (m) xb,j (m)

2.0 × 10−6 0.0084 0.1106 0.1190 1.20 7.20
4.0 × 10−6 0.0129 0.0374 0.0502 2.40 8.40
4.5 × 10−6 0.0088 0.0196 0.0284 2.60 8.60
4.9 × 10−6 0.0209 0.0134 0.0344 3.00 9.00
5.1 × 10−6 0.0120 0.0115 0.0235 3.00 9.00

Partial results of Ψb,min,j, Ψa,j and Ψb,min,j +Ψa,j are shown for the same pairs of relative
positions xa and xb. There is no direct correlation between the evolution of the values of
individual functionals. These values can increase or decrease with successive iterations,
but their sum is always monotonously decreasing until it converges to its minimum value.
The estimated final value for velocity in both cases verify the efficiency and accuracy of
the proposed protocol. These estimates with errors, sufficiently small for this engineering
problems, are

vo= 4.9 × 10−6 m/s evo= 2% e = 1%

vo= 5.1 × 10−6 m/s evo= 2% e = 2%

Note that the size mesh might influence notably the results for coarse meshes, since
the partial locations xa and xb have to be located according to the chosen thickness of the
volume element. This is the reason why the partial locations in Table 2 are the same for the
two selected random errors.

5. Application to a Real Aquifer

The above protocol has been applied to the Agua Amarga coastal aquifer (Alicante,
SE of Spain) to estimate lateral groundwater velocity. It is a very controlled aquifer due to
environmental issues related to the salt marsh ecosystem developed on its surface [27]. This
ecosystem interferes with the extraction wells that supply the Alicante I and II desalination
plants [28] and the existence of an old salt industry in the coastal region. Agua Amarga
is a depressed natural brackish water lagoon separated from the Mediterranean Sea by a
sand bar with a length of 2 km and a width of 50–200 m. This Quaternary–Neogene aquifer,
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connected to the sea, has an average hydraulic gradient between 0.1 and 1.5%. The aquifer
has an approximate extension of 1700 hectares, of which 150 hectares are occupied by plots
of land where a salt industry was developed, whose activity took place approximately
between 1925 and 1975 [29].

Figure 3 shows the aquifer location, its limits, and the position of the measurement
wells, P-3 and P-4, separated by a distance of 300 m and far away from the salt marsh
and the extraction wells of the desalination plants. The piezometric isolines derived from
the aquifer control well network, also shown in Figure 3, allow us to ensure that the
groundwater flow between the P-3 and P-4 boreholes is horizontal and directed towards
the coastline. A thermal diffusivity of 3.6 × 10−6 m2/s has been estimated [30]. Figure 4
shows the geologic cross-section through the P-3 and P-4 well line to the sea. The aquifer,
formed by an approximately 20 m thick layer of silty sands and conglomerates from the
Pliocene–Pleistocene, is located under a thin layer of clayey mud with gypsum and salt
(Quaternary). Beneath the aquifer, a limestone marl formation (Upper Messinian) acts as
an impermeable barrier.

Appl. Sci. 2024, 14, x FOR PEER REVIEW 7 of 13 
 

accuracy of the proposed protocol. These estimates with errors, sufficiently small for this 

engineering problems, are 

v� = 4.9 × 10−6 m/s e�� 
 = 2% e  = 1% 

v� = 5.1 × 10−6 m/s e�� 
 = 2% e = 2% 

Note that the size mesh might influence notably the results for coarse meshes, since 

the partial locations x� and x� have to be located according to the chosen thickness of 

the volume element. This is the reason why the partial locations in Table 2 are the same 

for the two selected random errors. 

5. Application to a Real Aquifer 

The above protocol has been applied to the Agua Amarga coastal aquifer (Alicante, 

SE of Spain) to estimate lateral groundwater velocity. It is a very controlled aquifer due to 

environmental issues related to the salt marsh ecosystem developed on its surface [27]. 

This ecosystem interferes with the extraction wells that supply the Alicante I and II desal-

ination plants [28] and the existence of an old salt industry in the coastal region. Agua 

Amarga is a depressed natural brackish water lagoon separated from the Mediterranean 

Sea by a sand bar with a length of 2 km and a width of 50–200 m. This Quaternary–Neo-

gene aquifer, connected to the sea, has an average hydraulic gradient between 0.1 and 

1.5%. The aquifer has an approximate extension of 1700 hectares, of which 150 hectares 

are occupied by plots of land where a salt industry was developed, whose activity took 

place approximately between 1925 and 1975 [29]. 

Figure 3 shows the aquifer location, its limits, and the position of the measurement 

wells, P-3 and P-4, separated by a distance of 300 m and far away from the salt marsh 

and the extraction wells of the desalination plants. The piezometric isolines derived from 

the aquifer control well network, also shown in Figure 3, allow us to ensure that the 

groundwater flow between the P-3 and P-4 boreholes is horizontal and directed towards 

the coastline. A thermal diffusivity of 3.6 × 10−6 m2/s has been estimated [30]. Figure 4 

shows the geologic cross-section through the P-3 and P-4 well line to the sea. The aquifer, 

formed by an approximately 20 m thick layer of silty sands and conglomerates from the 

Pliocene–Pleistocene, is located under a thin layer of clayey mud with gypsum and salt 

(Quaternary). Beneath the aquifer, a limestone marl formation (Upper Messinian) acts as 

an impermeable barrier. 

 

Figure 3. Location and limits of Agua Amarga coastal aquifer with wells P-3 and P-4 (Google Earth Pro).

Appl. Sci. 2024, 14, x FOR PEER REVIEW 8 of 13 
 

Figure 3. Location and limits of Agua Amarga coastal aquifer with wells P-3 and P-4 (Google Earth 

Pro). 

 

Figure 4. Cross-section of the aquifer on the line defined by wells P-3 and P-4. 

The temperature profiles of these wells, corresponding to March 2019, are shown in 

Figure 5. Six temperatures have been taken at positions separated by 1 m, between depths 

y = 3.0 to y = 8.0 m measured from the water table, thus avoiding the influence on tem-

perature profiles due to changes in ambient temperature during the day. According to 

Figure 5, temperatures in the upper and lower boundary conditions at the domain are 18.2 

and 20.2 °C, respectively. The simulated domain is 900 m, an extension large enough to 

ensure that, at the right edge, the profiles are fully developed and not dependent on the 

horizontal position. Partial results of the application of the protocol for successive itera-

tions in velocity are as follows: functionals, Y�,���,�, Y�,� and its sum Y�,���,� + Y�,�. Esti-

mated positions of the wells, in relation to the water inlet source, x�,� and x�,�, are shown 

in Table 4. The convergence of these results provides the following estimates for velocity 

and well positions: v� = 8.0 × 10−5 m/s, x� = 487.5 m (P-3) and x� = 187.5 m (P-4). The 

protocol for estimating the temperature of the inlet groundwater flow, the partial results 

of which are shown in Table 5, gives a value of Tw = 20.0 (°C). This value corrects the 

positions of wells P-3 and P-4 to x� = 424.5 m and x� = 124.5 m, respectively. These 

results do not signify the existence of a regional groundwater source at 124.5 m from P-4. 

The regional flow of this aquifer comes mainly from the Campo de Elche region, an agri-

cultural area in the province of Alicante (SE of Spain) located about 15 km from the pie-

zometers. What rather confirms the estimation is that the water temperature of the re-

gional flow is 20.0 °C when reaching the horizontal location of 124.5 m upstream P-4. It is 

from this location that the temperature profiles that have been used as data to estimate 

the groundwater velocity start to develop. 

Figure 4. Cross-section of the aquifer on the line defined by wells P-3 and P-4.



Appl. Sci. 2024, 14, 922 8 of 13

The temperature profiles of these wells, corresponding to March 2019, are shown
in Figure 5. Six temperatures have been taken at positions separated by 1 m, between
depths y = 3.0 to y = 8.0 m measured from the water table, thus avoiding the influence on
temperature profiles due to changes in ambient temperature during the day. According
to Figure 5, temperatures in the upper and lower boundary conditions at the domain are
18.2 and 20.2 ◦C, respectively. The simulated domain is 900 m, an extension large enough
to ensure that, at the right edge, the profiles are fully developed and not dependent on the
horizontal position. Partial results of the application of the protocol for successive iterations
in velocity are as follows: functionals, Ψb,min,j, Ψa,j and its sum Ψb,min,j + Ψa,j. Estimated
positions of the wells, in relation to the water inlet source, xa,j and xb,j, are shown in Table 4.
The convergence of these results provides the following estimates for velocity and well
positions: vo = 8.0 × 10−5 m/s, xa = 487.5 m (P-3) and xb = 187.5 m (P-4). The protocol for
estimating the temperature of the inlet groundwater flow, the partial results of which are
shown in Table 5, gives a value of Tw = 20.0 (◦C). This value corrects the positions of wells
P-3 and P-4 to xa = 424.5 m and xb = 124.5 m, respectively. These results do not signify the
existence of a regional groundwater source at 124.5 m from P-4. The regional flow of this
aquifer comes mainly from the Campo de Elche region, an agricultural area in the province
of Alicante (SE of Spain) located about 15 km from the piezometers. What rather confirms
the estimation is that the water temperature of the regional flow is 20.0 ◦C when reaching
the horizontal location of 124.5 m upstream P-4. It is from this location that the temperature
profiles that have been used as data to estimate the groundwater velocity start to develop.
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Table 4. Partial results for Tw,1 = 20.20 ◦C.

vo,i (m/s) Ψb,min,j Ψa,j Ψb,min,j + Ψa,j xa,j (m) xb,j (m)

2.0 × 10−5 0.0382 0.4397 0.4779 346.50 46.50
3.0 × 10−5 0.0421 0.3363 0.3785 373.50 73.50
4.0 × 10−5 0.0385 0.1410 0.1795 391.50 91.50
5.0 × 10−5 0.0385 0.0835 0.1220 415.50 115.5
6.0 × 10−5 0.0384 0.0505 0.0889 436.50 136.50
7.0 × 10−5 0.0384 0.0406 0.0790 472.50 172.50
8.0 × 10−5 0.0312 0.0431 0.0743 487.50 187.50
8.5 × 10−5 0.0385 0.0504 0.0889 493.50 193.50
9.0 × 10−5 0.0385 0.0577 0.0962 505.50 205.50



Appl. Sci. 2024, 14, 922 9 of 13

Table 5. Partial and final results for vo = 8.0 × 10−5 m/s.

Tw,k (◦C) Ψb,min,j Ψa,j Ψb,min,j + Ψa,j xa,j (m) xb,j (m)

20.20 0.0312 0.0431 0.0743 487.50 187.50
20.10 0.0312 0.0427 0.0739 454.50 154.50
20.00 0.0311 0.0406 0.0717 424.50 124.50
19.90 0.0532 0.0384 0.0916 400.50 100.50

The above results satisfactorily approximate the empirical estimates deduced using
Darcy’s law and hydraulic potential isoline profiles [29]. To determine the hydraulic
conductivity, field tests were carried out in the P-3 and P-4 piezometers. The results of
these tests are as follows:

P-4 Gilg-Gavard test K = 5.1 × 10−3 m/s

P-3 Lefranc test K = 2.5 × 10−3 m/s

Undoubtedly, this is a heterogeneous aquifer with hydraulic conductivity values closer
to more permeable soils (clean sands) in the region under study. With the piezometric
data, hP-4 = −2.15 m and hP-3 = −4.00 m, and the distance between wells, ∆x = 300 m,
the resulting hydraulic gradient is hP-4−hP-3

∆x = 0.0062. Furthermore, the range of Darcy
velocities is vDarcy [1.76 × 10−7, 2.81 × 10−6] m/s.

Since this is a coastal aquifer, it is necessary to investigate whether density-driven
flows caused by concentration changes due to salinity changes produce fluid velocities

comparable to the estimated velocity. The expression for these velocities is vdd =
κg(∆ρe,w)

εµ ,
with ∆ρe,w indicating the saltwater density changes, κ the intrinsic permeability, µ the
dynamic viscosity and ε the porosity of the aquifer (ε = 0.6) [31]. For calculations, Figure 6
shows the salinity-depth profiles of wells P-3 and P-4, measured in March 2019. Although
this is a complex coastal aquifer, the salt concentrations in the aquifer caused by marine
intrusion are negligible compared to the remaining concentrations caused by former salt
mining, as shown in these curves.
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Regarding vertical density gradients, in the worst case, it only occurs in a verti-
cal region near the surface in P-4. These density changes induce fluxes of the value

vdd =
κg(∆ρe,w)

εµ , with the values κ = 4.6 × 10−11 m2 [32], g = 9.8 m/s2, ∆ρe,w = 6.40 kg/m3,
and µ = 10−3 kg/(m·s). vdd = 4.81 × 10−6 m/s, which is 6.0% of the estimated veloc-
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ity. These calculations allow the effects of density-driven flows in the problem to be
neglected overall.

6. Final Comments and Conclusions

An estimation of the horizontal groundwater flow from discrete temperature profile
measurements at two aquifer locations, within the characteristic region in which the profiles
develop to become independent of the horizontal position, has been possible by means of a
protocol in the form of an inverse problem. The application of such a technique allows us
to obtain, at the same time, an estimation of the water temperature at the aquifer entrance
as well as the limits of the development region of the thermal profile.

Through successive iterations in which the flow velocity and inlet temperature are
conveniently modified, a suitable number of numerical simulations of the direct problem
are performed with known physical and thermal parameters of the aquifer, until the sum of
the functionals that compare the experimental measurements with those obtained from the
direct problem is minimized. The successive values of flow velocity and inlet temperature
imposed in the direct problem reduce the sum of these functionals to a minimum value that
allows us to obtain the final estimates. The initial temperature chosen to start the process
can be approximated in view of the profiles measured in the field, whose shape allows us
to establish the range in which this temperature is found. As for the initial velocity, any
choice is valid.

The verification of the proposed protocol is performed following a classical technique
that starts from a direct scenario with all known data and to which random errors are
applied to the temperature profile measurements. Two errors are assumed, 1 and 2%. Once
the direct problem is solved, an iterative method is applied to a large number of simulations
of new scenarios until we retrieve the convergence of the solutions and provide successfully
the underground flow estimates for both errors.

Once the protocol has been verified, it is applied to a real 2D scenario in a region around
two wells 300 m apart. This is a complex aquifer with high levels of salt concentration
due to the activities of the now extinguished salt industry. It is ensured that the flow in
the region of the wells is horizontal by the data of the piezometric network of the aquifer
control, shown in Figure 3. It is also verified that the density-driven flows, both horizontal
and vertical, are negligible compared to the velocity estimates deduced via the application
of the protocol, which, in turn, are consistent with the calculations extracted from the
hydraulic conductivity of the ground.
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Nomenclature

C1 constant (dimensionless)
ce volumetric heat capacity of the soil–fluid matrix (cal·m−3·◦C−1)
ce,w volumetric heat capacity of the water, (cal·m−3·◦C−1)
e relative random error (%)
g acceleration of gravity (m/s2)
H height (total depth) of the domain (m)
k thermal conductivity of the soil–fluid matrix (cal·s−1·m−1 ◦C−1)
L length of the aquifer (m)
l*T characteristic length in which temperature profiles develop (m)
N number of experimental measurements for the inverse problem
P-3, P-4 piezometers in Agua Amarga coastal aquifer
t time (s)
T temperature (◦C)
Ts temperature at the soil surface (◦C)
Tb temperature at the bottom of the aquifer (◦C)
Tw temperature of the water at the inlet border (◦C)
Tini initial soil temperature (◦C)
(T − y) vertical temperature–depth profile (◦C)
vo horizontal groundwater flow velocity (m/s)
vDarcy Darcy velocity (m/s)
x, y spatial coordinates (m)
xa, xb horizontal locations within the interval [0, l*T] (m)
xo xa−xb (m)
xsim horizontal location in simulation (m)
α thermal diffusivity of the soil–fluid matrix (m2/s), α = k/ρece
αm αm = k/ρe,wce,w (m2/s)
∆Tw temperature increment at the inlet boundary (◦C)
∆vo velocity increment used in inverse problem (m/s)
∆x increment of the horizontal location (m)
ε porosity (dimensionless)
κ intrinsic permeability (m/s)
µ fluid dynamic viscosity (g/(m·s))
ρe wet bulk density of the soil–fluid matrix (g/m3)
ρe,w fluid density of the water (g/m3)
Ψ mathematical functional

Subscripts

a, b refers to xa and xb, respectively
dd refers to density-driven flow
e refers to random error (%)
h, v refers to horizontal and vertical components of v
i i= 1, 2, . . . N index of a particular temperature of the profile
j j = I, II, III, . . . index of the iteration for calculate the functional
min refers to minimum value of the functional
sim refers to simulated results
x, y related to spatial directions x and y, respectively
xa, xb refers to horizontal locations (m)
xsim location simulated (m)
1, 2, 3 refers to the successive values of inlet temperature of the water
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