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Abstract: Fuzzy Inference System behavior can be described qualitatively using a natural language,
which is known as the expert-driven approach to handling non-statistical uncertainty. Generally,
practical applications involve conceptualizing the problem by integrating linguistic uncertainty and
using data by integrating stochastic uncertainty. The proposed probabilistic fuzzy system uses the
Gaussian Density Function (GDF) to assign a probability to input variables integrating stochastic
uncertainty. In addition, a linguistic interpretation is used to project various categories of the GDF
integrating linguistic uncertainty. Likewise, one of the relevant aspects of the proposal is to weigh
each input variable according to the heuristic interpretation that determines the probability assigned
to each of them a priori. Therefore, the main contribution of the research focuses on using the
Bayesian Linguistic Conditional System (BLCS) as a mechanism of attention to relate the categories
of the different input variables and find their posterior-weighted probability at a normalization
stage. Finally, the knowledge base is established through linguistic rules, and the system’s output
is a Bayesian classifier multiplying its normalized posterior conditional probabilities. The highest
probability value of the knowledge base is identified, and the Risk Priority Number Weighted (RPNW)
is determined using their respective posterior-normalized probabilities for each input variable. The
results are expressed on a simple and precise scale from 1 to 10. They are compared with the Risk
Priority Number (RPN), which results in a Failure Mode and Effect Analysis (FMEA). They show
similar behaviors for multiple combinations in the evaluations while highlighting different scales.

Keywords: FMEA; Bayesian theorem; attention mechanism; linguistic terms; Gaussian density function

1. Introduction

The FMEA is a method to describe the mode of effect and fails to quantify its impact [1].
The FMEA is a preventive and detailed technique to describe failure modes in a system,
evaluate its impact and plan corrective actions. Furthermore, the FMEA is a qualitative and
quantitative risk assessment and depends mainly on the knowledge of specialists [2]. The
design of an FMEA involves the formation of a committee with members from all areas of
an organization, with the objective of defining, describing, quantifying and planning the
solutions of the risks of the system to achieve correct functionality. The quantification of the
Risk Priority Number (RPN) integrates linguistic uncertainty through a qualitative analysis
of the severity (s), occurrence (o) and detection (d) factors based on their knowledge and
experience. A different proposal for the analysis of the RPN is that of the authors of [3],
where they developed an FMEA by analyzing only pairs of combinations of the evaluation
factors o, s and d; that is to say, instead of evaluating them simultaneously, only the three
possible combinations s and o, s and d, o and d were evaluated.

Fuzzy Inference Systems (FISs) emulate human reasoning and represent non-statistical
uncertainty as one of their main advantages and capabilities [4]. However, traditional
FISs are not able to model randomness [5,6]. Moreover, theory and fuzzy sets are recog-
nized as a powerful tool for modeling systems with inaccurate data entries, such as the
conceptualization and interpretation of experts [7]. In a general interpretation, an FIS
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behavior is described qualitatively using a natural language known as the expert-driven
approach. From a specific interpretation, the FIS behavior is described quantitatively using
fuzzy numbers.

Due to the presence of subjectivity when applying the FMEA method, numerous
improved FIS versions have been presented; for example, the authors of [8] introduced a
fuzzy FMEA to adequately express non-stochastic uncertainty and provide a robust risk
picture compared to the overestimated or underestimated crisp RPN values. Moreover,
the work of [9] proposed a new risk management approach known as the fuzzy rule base
interface system in order to mitigate the failures. In the same way, the authors of [10–16]
used the FMEA in order to identify and evaluate possible modes of failure, their causes
and their effects. The defined the FMEA as a systematic analysis tool for product design.
In each of the investigations cited, the severity, occurrence and detection factors were not
give any weighting, and neither did the authors take into consideration any mechanism
that relates them to the objective of improving the accuracy of their results compared to the
conventional FMEA. Additionally, ref. [17] developed a diffuse FMEA in the aeronautical
sector. They used triangular and trapezoidal membership functions. They compared it
with a conventional FMEA, and the results were consistent among both. With the diffuse
system, they obtained a more realistic representation of the risks analyzed.

Fuzzy systems research has shown that the concept of membership and the concept of
probability are different [18]. Moreover, studies have argued that fuzziness uncertainty and
stochastic uncertainty are complementary and do not represent the same phenomenon [4].
Furthermore, probabilistic fuzzy systems combine a linguistic description of the system
behavior with the statistical properties of data [19]. In this way, the fuzzy probabilis-
tic set is designed to handle uncertainties with a blurred and stochastic nature, so the
fuzzy probabilistic logic system has the ability to handle more complex uncertainties in
the process [20]. Generally, practical applications involve the conceptualization of the
problem by integrating linguistic uncertainty and the use of data by integrating stochastic
uncertainty. Therefore, it is needed to design a unified platform to process uncertainties
that contain vague and stochastic characteristics using statistical analyses and linguistic
interpretation [21].

The use of Bayesian networks (BNs) has been integrated into improved FMEA versions
integrating stochastic uncertainty and conditional probabilities into models. A BN has an
advantage in dealing with uncertainty [22]. Therefore, a good FMEA has the necessary
features to build a good BN: a bottom–up (or top–down) analysis of all the components,
subcomponents and cause–failure–effect chains [23]. Moreover, the work of [24] presented
the use of a BN as a new methodology for encoding the design of FMEA models of
mechatronic systems. In the same way, the authors of [25] combined FMEA and Fault Tree
Analysis based on a BN to form a fault diagnosis analysis model to conduct quantitative
failure diagnoses based on the given priori probability and the specific posterior evidence.
Additionally, the authors of [26] developed a dynamic and comprehensive quantitative risk
analysis approach for the accident scenario and risk modeling of natural gas stations based
on a bow-tie diagram and a BN to model the worst-case accident scenario and to assess
the risks. Likewise, the work of [27] implemented a prototype of a hybrid expert system
for the diagnosis of embedded software by integrating a case-based reasoning with a BN
through FMEA-style case-based reasoning (F-CBR) with the corresponding failure spectra
as the bridge. They used GeNIe 2.0 software to achieve dynamic reasoning results. Finally,
BNs are used to identify the most critical failure causes in the transistor and metal-oxide
semiconductor field-effect capacitor. As a result of BN analyses, high temperature and
overvoltage are distinguished as the most crucial failure causes [28].

In these works, multiple failure modes and effects are related in a BN, and the con-
ditional probability of the network represents the output variable. In these cases, the
linguistic uncertainty is not considered, unlike our research where linguistic uncertainty
and stochastic uncertainty are used, in addition to the Bayesian theorem being used as
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a mechanism of attention to determine the posterior probabilistic of the input variables
without making use of a BN as in the investigations cited.

Regarding the integration of FMEA with FIS and BN, there needs to be more document
publications in the literature. The authors of [29] compared the results of the FMEA
and the subjective probability values of its improved proposal integrating the diffuse
Bayesian network (FBN) and the best–worst diffuse method (FBWM) to evaluate failures in
plastic production. In this research, they use fuzzy membership functions to analyze input
variables to the system. They then use a method to weigh the best and worst factors, where
the fuzzy domain is used as a probabilistic domain without theoretical support, unlike
our proposed approach, where Gaussian Probabilistic Function is used to represent input
variables and to give consistency to the use of the conditional probability theorem of Bayes
as a mechanism of attention and relation or to weight the input variables to the system.

Additionally, the work of [30] proposed a novel FMEA method by integrating
the Bayesian Fuzzy Assessment Number (BFAN) and extended gray relational
analysis–technique for order preference by similarity to the ideal solution (GRA-TOPSIS)
method. In this research, they also use fuzzy membership functions to analyze input vari-
ables to the system. They then design a probability density function for each membership
function and, finally, across the product between the estimated probability and the diffuse
value, find the probabilistic fuzzy membership function. In contrast, in our proposed
approach, GDF is used to represent input variables and give consistency to the use of the
Bayes conditional probability theorem as a mechanism of attention and relationship or to
weight input variables to the system.

Moreover, the authors of [31] proposed the Probabilistic Fuzzy Naive Bayes classifier
as a combination of probabilistic fuzzy systems and naive BN, which is also capable of
simultaneously modeling both kinds of uncertainties. In this application, we can highlight
that they did not develop a fuzzy system with a knowledge base; they only gave a linguistic
interpretation to the GFD, and they used the Bayes theorem for the classifier’s output,
obtaining better results than a conventional naïve Bayes classifier. Therefore, the work
of [32] configured the supply chain, described the structure of a Bayesian network, and then
determined a subsequent probability distribution for pending orders using a stochastic
simulation based on Markov blankets. In this application, they do not develop a knowledge
base as a system inference. They only determine the posteriori outputs with Bayes’ theorem.
Furthermore, ref. [33] presented a robust methodology using the FMEA to detail the
operational risks of the ballasting and de-ballasting process, reduced the subjectivity of
RPN assessments with the evidence reasoning tool, and developed a Bayesian network
to analyze the risk relationships of variables and quantify the power of the FMEA. In
this paper, a Bayesian network was developed to conceptualize the risk system, unlike
our proposal, which is conceptualized as a diffuse probabilistic system, where the Bayes
theorem is used as a mechanism of attention to relate risk variables.

In summary, FIS establishes a set of If–Then fuzzy rules that relate an antecedent
structure with a consequent structure with a high interpretation of the system but do not
contribute to the accuracy of the results. Generally, the antecedents of fuzzy rules are
established objectively as being a combinatorial problem. On the contrary, at the stage of
defining the consequence, there is the presence of subjectivity and imprecision because
the fuzzy numbers of the structures do not need a linguistic interpretation. Nevertheless,
the experts make their respective interpretations. However, the importance of each input
variable is irrelevant to the development of FIS, and the weighting of input variables needs
to be considered. Therefore, this research is focused on maintaining the high interpretation
of the model based on the expert-driven approach and improving the accuracy of the
results by using probabilistic numbers, developing a mechanism of attention to relating
their values to each probabilistic rule through the conditional probability of the Bayes
theorem as a data-driven approach. Each input variable is assigned a priori weighting
based on the importance of the variable. The developed attention mechanism determines a
posteriori weighting of the input variable based on linguistic data domain behavior.
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The significant contributions of this research are:

1. Using the Bayes theorem, an attention mechanism was developed to relate the in-
put variables.

2. Proposal for a normalization stage to determine probabilities a posteriori.
3. GDF is used to determine probabilistic values to input variables.
4. A Bayesian classifier is proposed at the implication stage.
5. Integration of stochastic uncertainty using probability density functions and linguistic

uncertainty when categorizing functions based on expert interpretation.

The rest of this manuscript is organized as follows. Section 2 describes the proposed
method. Section 3 presents and discusses results of BLCS, and Section 4 concludes the
proposed method.

2. Materials and Methods

This article presents a methodology for developing the proposed BLCS as a novel
attention mechanism. Initially, GDF is used. Additionally, the BLCS mechanism is presented
to determine the probability of the linguistics rule given its allocation value in each of the
input variables using the Bayes theorem. In addition, a normalization step is proposed to
determine the a posteriori probability of each input variable. In the involvement stage, a
Bayesian classifier is used to identify the linguistics rule with the highest value. Finally,
a weighted evaluation uses the respective standardized probabilities of the fuzzy rule
identified with the highest value. Figure 1 shows a flow chart of the methodology used. The
linguistic interpretation of GDF integrates linguistic uncertainty with stochastic uncertainty
in the proposed system, making the evaluation more robust, simple, and straightforward.
A comparison is made with the conventional evaluation of the FMEA.
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Figure 1. Research methodology.

The proposed approach consists of six stages; see Figure 2. It begins with the linguis-
tical interpretation of GDF as stage 1. An attention mechanism is proposed to relate the
linguistic labels of a variable concerning the other linguistic labels of the other variables as
stage 2, determining a conditional probability for each rule and classifying the outputs of
the fuzzy rule consequences as stage 3. In addition, a normalization stage is proposed in
the knowledge base for each rule as stage 4. Finally, the probabilistic system is evaluated
and compared with the conventional FMEA method in stages 5 and 6.
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2.1. Criteria Definition by FMEA

RPN is an indicator to identify the importance of fault modes. The failure mode
consists of describing the meaning of the fault. The effect is the result of the presence of the
fault. It is critical to quantify the results of the fault using the subjective evaluation of the
RPN. The indicator is a function of three factors: occurrence, severity, and detection; see
Equation (1). The occurrence quantifies the frequency of occurrence of failures. Severity
quantifies the result of system failures, and detection quantifies the tools available for
fault control.

RPN = Severity (x1) · Occurrence (x2) · Detection (x3) (1)

Conducting an FMEA requires a systematic five-step approach:

1. Conceptualize the objective of the FMEA and form a participation committee.
2. Describe failure modes.
3. Identify the effects and causes of failure modes.
4. Evaluate each factor in heuristic and subjective form.
5. Quantify RPN in each mode.

Comparative tables are used to evaluate the three factors and then determine the
respective NPR. The evaluation is subjective and based on the assessor’s experience.
Two evaluators may have different results for a specific fault mode due to the qualita-
tive interpretation of the available information; see Table 1.

Table 1. Evaluation factors [4].

Level Severity (x1) Occurrence (x2) Detection (x3)

1 None None Certain
2 Very low Very low Very high
3 Lower Lower Higher
4 Scarce Scarce Important
5 Average Average Slightly important
6 Slightly important Slightly important Average
7 Important Important Scarce
8 Higher Higher Lower
9 Very High Very High Very low
10 Severe Severe None

Each opinion expressed presents a degree of subjectivity and imprecision and is
determined by the experience of the expert. The evaluation of each of the factors is
completed individually. Example: Severity level 10, occurrence level (7) and detection
level (2).

In failure mode analysis, experts determine the criteria based on their reasoning,
knowledge, and experience. The interpretation of these criteria varies from one expert
to another.

Probabilities a Priori

In the proposed approach, each of the criteria has a priori weight based on the expert’s
interpretation of the importance; see Equation (2).

W(x1) = 0.5; W(x2) = 0.3; W(x3) = 0.2 (2)

Based on the initial weights, the a posteriori weighted average is determined as an
evaluation indicator weighted RPNW to be compared with the RPN on a simple scale from
1 to 10. The main objective of the present research is to develop a linguistic probabilistic
system to obtain the probabilities a posteriori extracted from the database used to make a
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robust weighted evaluation simple and straightforward, which can be contrasted with the
RPN indicator.

2.2. Gaussian Density Function

In mathematics, a GDF is often simply referred to as a Gaussian. The parametric
extension is (3).

g(x) = a exp

(
− (x − b)2

2c2

)
(3)

for arbitrary real constants a, b and non-zero c. It is named after the mathematician Carl
Friedrich Gauss. The graph of a Gaussian is a characteristic symmetric “bell curve“ shape.
The parameter a is the height of the curve’s peak, b is the position of the center of the peak,
and c (the standard deviation, sometimes called the Gaussian RMS width) controls the
width of the “bell”.

GDF are often used to represent the probability density function of a normally dis-
tributed random variable with values a, b and c properly defined. In this case, the Gaussian
is of the form in Equation (4).

g(x) =
1

σ
√

2π
exp

(
−1

2
(x − µ)2

σ2

)
(4)

Each factor (xi) corresponds to a linguistics variable in the proposed approach. Three lin-
guistics labels called high (y1), medium (y2), and low (y3) are established as membership
grades for each of them. The parameters of the mean and standard deviation for each
linguistic label can be seen in Table 2. The behavior of the GDF of each label for x1 is
shown as a conditional probability of the yi label given criterion x1 expressed as P(yi|x1);
see Figure 3.

Table 2. Linguistic variables and linguistic labels.

Gaussian Density Function: Mean (µ), Standard Deviation (σ)

x1 (Severity)
Low Medium High
6, 1 8, 1 10, 1

x2 (Occurrence)
Low Medium High
4, 1 7, 1 9, 1

x3 (Detection)
Low Medium High
2, 1 5, 1 8, 1
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In this way, analyzing criterion x2 is expressed as a conditional probability of the type
of label given in criterion x2 as P(yi|x2). The behavior of the GDF is shown in Figure 4.
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Criterion x3 is expressed as a conditional probability of the type of label yi given in
criterion x3 as P(yi|x3). The behavior of the GDF is shown in Figure 5.
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The Gaussian density functions assigned for each criterion and the main parameters
for each linguistic label are shown in Table 2.

2.3. Attention Mechanism

The most important contribution of the proposed approach is based on developing a
care mechanism to relate the probabilities of the criteria under study. Generally, the criteria
are analyzed in diffuse systems as independent events, and fuzzified values are unrelated
to each fuzzified rule. Only a comparison of the values is made, and the maximum or
minimum of the values is chosen to truncate the outputs of the consequences. The main
objective of this research is to present a combined knowledge base, where each value used
for each language label of each of the factors is related to those same labels of the other
factors, forming a single criterion in each rule of knowledge, and a classification mechanism
shall be used to identify the rule with the maximum value as element and inference of
the system and obtain its probabilities a posteriori of each factor to make the weighted
evaluation mode for the corresponding failure effect.

The care mechanism aims to determine the ex post probabilities of each criterion based
on knowledge extraction from the evidence or individual probabilities of each label for
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each criterion. The Bayes theorem is used to determine the criterion’s probability posteriori
given the known label’s probability; see Equations (5)–(7).

P(x1|yi) =
P(yi|x1)P(x1)

P(yi|x1)P(x1) + P(yi|x2)P(x2) + P(yi|x3)P(x3)
(5)

P(x2|yi) =
P(yi|x2)P(x2)

P(yi|x1)P(x1) + P(yi|x2)P(x2) + P(yi|x3)P(x3)
(6)

P(x3|yi) =
P(yi|x3)P(x3)

P(yi|x1)P(x1) + P(yi|x2)P(x2) + P(yi|x3)P(x3)
(7)

The behaviors of the combined conditional probabilities of the criteria are observed
in Figure 6.
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Figure 6. Attention mechanism of each criterion xi.

According to (5)–(7), in Figure 6, there are high, medium, and low levels of each
criterion. Each element of the universe distributes the unit probability in each label of the
different criteria. In this way, they merge each of the values used in the knowledge base
and analyze their behavior in each of the rules as a single criterion in a Bayesian classifier.

2.4. Probabilistic Rule Base

The structure of a probabilistic rule base consists of a space of causes (X) and a space
of consequences (Y). The collections of fuzzy sets of X and Y are denoted as P(X) and P(Y),
respectively. Obviously, R̂(X , Y) is the degree to which Y represents the output in the base
rule for the input X.

The number of rules (R) necessary for the operation of the system was defined in
consideration of the number of input variables and linguistic labels on a combinatorial basis.
Since there are three factors and three linguistic labels for each, 27 fuzzy rules constitute
the knowledge base due to possible combinations; see Equation (8). The sentences of the
type If–Then are established to cover all the possible scenarios concerning each criterion.

R = yx (8)



Appl. Sci. 2024, 14, 1126 10 of 17

R = 33 = 27

The defined rules are of the If–Then type, where “If” is the antecedent related to the
input variables, and “Then” is a consequence associated with the output variable; each rule
was operated as follows: Ri : If xi is yi then RPNi is yi.

The fuzzy system rules represent the experts’ knowledge when evaluating the factors
in the FMEA. Table 3 lists the rules.

Table 3. Probabilistic rules.

Rule x1 x2 x3 RPN Rule x1 x2 x3 RPN

R1 y1 y1 y1 y1 R15 y2 y3 y1 y2
R2 y1 y1 y2 y1 R16 y1 y1 y3 y2
R3 y1 y2 y1 y1 R17 y1 y2 y3 y2
R4 y3 y1 y1 y1 R18 y1 y3 y3 y2
R5 y1 y3 y1 y1 R19 y2 y2 y1 y3
R6 y1 y3 y2 y1 R20 y3 y1 y2 y3
R7 y2 y1 y1 y1 R21 y3 y1 y3 y3
R8 y2 y1 y2 y1 R22 y3 y2 y1 y3
R9 y2 y1 y3 y1 R23 y3 y3 y1 y3

R10 y1 y2 y2 y2 R24 y3 y2 y3 y3
R11 y2 y2 y2 y2 R25 y2 y2 y3 y3
R12 y3 y2 y3 y2 R26 y3 y3 y2 y3
R13 y2 y3 y1 y2 R27 y3 y3 y3 y3
R14 y2 y3 y2 y2

2.5. Normalization

At this stage, it is proposed to use the Softmax function to represent the probabil-
ity distribution function for each diffuse rule to determine the probabilities a posteriori
of each criterion and finally use them in a Bayesian classifier such as the departure of
the consequences.

It is used to “compress” a K-dimensional real values vector, z, in a K-dimensional
vector, ∅(z), with components in the range [0, 1]. The function is given in Equation (9).

∅ : RK → [0, 1]K (9)

∅(z)j =
ezj

∑K
k=1 ezk

(10)

Figure 7 shows the normalization of each of the 27 probabilistic rules of the knowledge
base. It can be seen how there is a variation of its probability distribution function based on
an example where experts allocate criteria with the following assessments: Occurrence = 9,
Detection = 3, and Severity = 7.
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2.6. Bayesian Classifier

At this stage, a Bayesian classifier was established. Since all probabilistic values of
diffuse rules are merged or related in the attention mechanism, each rule is analyzed as a
single variable or criterion under study. It makes its algebraic product in each of the rules.
It analyzes its behavior and identifies the maximum value corresponding to the rule that
will provide posterior values to each criterion.

Thus, the joint model can be expressed in Equations (11) and (12).

P(Ri) = P(x1) P(x2) P(x3) (11)

P(Ri) =
3

∏
i=1

P(xi) (12)

Figure 8 shows the behavior of the probability product in each of the 27 fuzzy rules.
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2.7. RPNW

Finally, the maximum value in the Bayesian classifier is identified in rule number
20; see Figures 8 and 9. The probabilities of that rule are used to determine the proposed
RPNW; see Equations (13) and (14).

P(R20) = 0.3280437· 0.321152·0.3508043 = 0.0369579 (13)

RPNW = (0.3280437)(9)·(0.321152)(3)·(0.3508043)(7) = 6.371479461 (14)

The traditional indicator of the priority risk number is shown in Equation (15) multi-
plying the criteria assigned by the experts in the example that has been developed.

RPN = (9)·(3)·(7) = 189 (15)

Figure 9 shows the normalization of each fuzzy rule, the identification with a cross of
the maximum value, and the RPNW.
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3. Simulation Results

Results were compared between the proposed RPNW and RPN.
In addition, 250 assignments were made for the three evaluation criteria with random

numbers in their respective domains.
Figures 10–14 show the comparison of results where similar behaviors of the indicators

are observed, highlighting the difference in scales for each indicator. The RPN is the red
line, and the RPNW is the blue line.

It can be concluded that RPN has the primary approach of having a straightforward
function to determine its results. However, the scale of values is challenging to interpret
in the company’s staff. On the contrary, the proposed RPNW is supported by a robust
probabilistic model, and the scale of values is effortless to interpret for company staff.
In other words, the proposed system retains very good interpretability, reliability, and
behavior similar to traditional RPN based on extracting knowledge from data.
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4. Validation

The system was validated in a small and medium-sized enterprise (SME) Mexican
food company. An FMEA was developed for the main failure modes, their potential causes,
and their respective effects—see Table 4.

Table 4. Failure mode and effect analysis.

Subsystem ID Failure Mode Potential Causes Effect

1—Order

F1 Miswrite the order Lack of training - Order confusion

F2
Misspell the

customer’s address Failure to confirm the order - Delay in delivery to the customer

2—Food preparation

F3
Delay in preparing

the order Lack of standardization - Delay in preparing the order

F4 Lack of supplies Do not supply exhausted inputs - Delay in delivery of the order to the
delivery man.

F5
Lack of order in the

work area Poor organization of the work area - Delay in delivery to the delivery man

3—Delivery F6
Delay in finding

customer location Logistical problems - Delay in delivery to customer.

Table 5 shows the quantification of the RPN for the six established failure modes.
Likewise, the RPNW is determined based on the proposed diffuse probabilistic system,
finding the probabilities a posteriori of the occurrence, detection, and severity factors.
Finally, based on their posterior probabilities, the weighted average is determined with the
grades assigned by the experts, respectively.

Table 5. Expert evaluation.

Subsystem ID O D S RPN O_Posteriori D_Posteriori S_Posteriori RPNW

Order
F1 3 5 5 75 0.3336 0.3338 0.3326 4.3329
F2 4 5 3 60 0.3347 0.3305 0.3350 3.9955

Food
preparation

F3 8 2 7 112 0.2770 0.4241 0.2990 5.1566
F4 3 2 3 18 0.3524 0.4486 0.1990 2.5514
F5 5 2 6 60 0.2317 0.3661 0.4022 4.3040

Delivery F6 3 3 8 72 0.3363 0.2763 0.3874 4.9371
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Finally, the similar behavior of the RPN and RPNW indicators is observed in two
different scales. The conventional RPN has a scale of 0–1000, and the proposed RPNW is
on a simple scale of 0–10; see Figure 15.
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5. Conclusions and Future Work

The task of assessing risks is a significant activity with implications for the perfor-
mance and competitiveness of organizations. On the contrary, developing an evaluation
system based on qualitative and quantitative criteria is complex. The experts participate in
the development of the evaluations, and each has its interpretation, making evident the
subjectivity and imprecision in their partitions.

Generally, the behavior of a fuzzy system is described using a natural language.
Otherwise, the behavior of a system is described with fuzzy quantities.

An expert-driven approach is used to design and develop systems with high inter-
pretability but low accuracy, given that fuzzy quantities need no interpretation. In diffuse
systems, there is no prior weighting of system criteria, and system outputs are based on
truncating membership functions. In the proposed approach, a priori weights are used for
each criterion, and the steps to determine the ex post weights are determined in weighted
RPN. They are also known as data-based approaches.

Gaussian density functions are used to integrate stochastic uncertainty into the system.
In addition, probability functions were categorized by integrating linguistic uncertainty to
make the system more robust.

The most crucial stage of the system was to develop a care mechanism that merges
the probabilities of different criteria based on the same level of language category. The
results obtained gather the information and are analyzed as a single criterion. The values
are normalized through the Softmax function by obtaining the posterior probabilities.
Once the values are merged, a Bayesian classifier is used to identify the appropriate
rule, and finally, a weighted RPN is determined. The system has a straightforward scale
and is easily interpreted by the company’s entire staff. Compared with traditional RPN,
they show similar behaviors, highlighting the two different scales for each. In short, the
proposed system is robust, reliable, and easy to interpret with behaviors similar to those
used conventionally.

Future work will integrate an iterative learning algorithm to increase the model’s accuracy.

Funding: This research received no external funding.

Informed Consent Statement: Not applicable.



Appl. Sci. 2024, 14, 1126 16 of 17

Data Availability Statement: The algorithm developed in Matlab R2019a software that support the
results of this study are available at the corresponding author on reasonable request.

Conflicts of Interest: The authors declare no conflicts of interest.

References
1. Braaksma, A.J.J.; Klingenberg, W.; Veldman, J. Failure mode and effect analysis in asset maintenance: A multiple case study in the

process industry. Int. J. Prod. Res. 2013, 51, 1055–1071. [CrossRef]
2. Moubray, J. Reliability-Centered Maintenance; Nowlan, F.S., Heap, H.F., Eds.; Industrial Press Inc.: New York, NY, USA, 1992.
3. Ouyang, L.; Che, Y.; Yan, L.; Park, C. Multiple perspectives on analyzing risk factors in FMEA. Comput. Ind. 2022, 141, 103712.

[CrossRef]
4. Meghdadi, A.H.; Akbarzadeh-T, M.-R. Probabilistic fuzzy logic and probabilistic fuzzy systems. In Proceedings of the Tenth IEEE

International Conference on Fuzzy Systems, Melbourne, Australia, 2–5 December 2001; pp. 1127–1130.
5. Waltman, L. A Theoretical Analysis of Probabilistic Fuzzy Systems. Ph.D. Dissertation, Erasmus University Rotterdam, Rotterdam,

The Netherlands, 2005.
6. Kaymak, U.; van den Berg, J.; van den Bergh, W.-M. Fuzzy classification using probability-based rule weighting. In Proceedings

of the 2002 IEEE World Congress on Computational Intelligence, 2002 IEEE International Conference on Fuzzy Systems, FUZZ-
IEEE’02. Proceedings (Cat. No. 02CH37291), Honolulu, HI, USA, 12–17 May 2002.

7. Banaeian, N.; Mobli, H.; Fahimnia, B.; Nielsen, I.E.; Omid, M. Green supplier selection using fuzzy group decision making
methods: A case study from the agri-food industry. Comput. Oper. Res. 2018, 89, 337–347. [CrossRef]

8. Ahn, J.; Noh, Y.; Park, S.H.; Choi, B.; Chang, D. Fuzzy-based failure mode and effect analysis (FMEA) of a hybrid molten caronate
fuel cell (MCFC) and gas turbine system for marine propulsion. J. Power Sources 2017, 364, 226–233. [CrossRef]

9. Balaraju, J.; Raj, M.G.; Murthy, C.S. Fuzzy-FMEA risk evaluation approach for LHD machine–A case study. J. Sustain. Min. 2019,
18, 257–268. [CrossRef]

10. Batbayar, K.; Takács, M.; Kozlovszky, M. Medical device software risk assessment using FMEA and fuzzy linguistic approach:
Case study. In Proceedings of the 11th IEEE International Symposium on Applied Computational Intelligence and Informatics,
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