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Abstract: The automation of maintenance is a growing field and consequently, predictive maintenance
is achieving more importance. The main objective is to predict a breakage before it happens. In order
to reach this, it is necessary to have an intelligent classification technique that analyzes the state
of the key breakage elements and evaluates whether a replacement is necessary or not. This work
presents a study to classify belts according to their state of use. For training, vibration data have been
collected on a test bench using new belts, belts with half use and belts near the breaking point. The
processing of these vibrations allows for extracting the characteristic parameters that can be related
to its state of use, and then, after the initial analysis, these values are used as inputs for training the
intelligent system. In particular, the Genetic Neuro-Fuzzy (GNF) technique has been chosen and,
with the proposed algorithm, more detailed Fuzzy rules are obtained. Once the algorithm has been
trained, it is possible to establish a relationship between the vibration shown by the belt and its state
of use. The achieved results show that a good classifier has been built.
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1. Introduction

The implementation of Industry 4.0 involves a major focus on maintenance [1]. Tradi-
tionally, a preventive or corrective technique would be carried out based on inspections and
replacements that have been scheduled or based on repairing breakdowns when they occur.
However, in the last decades, predictive maintenance has acquired great relevance because
it is based on the anticipation of failures and the minimization of downtime [2,3]. Its axis of
execution is the continuous monitoring of equipment, using advanced technologies and
techniques to collect real-time data on its internal state. In this way, key information can
be interpreted in order to determine if an intervention is necessary. This information is
examined using algorithms and artificial intelligence techniques to obtain and identify
patterns or trends that may indicate possible failures or imminent problems. With these
procedures, action can be taken before a breakdown occurs, avoiding costly downtime and
improving efficiency and productivity in the industry [4,5].

Transmission belts are one of the key units in many industrial pieces of equipment,
since, as elements of power transmission and movement between different components,
they are present in practically all types of machinery [6,7]. They should be considered
as delicate elements since they are subject to permanent erosion due to friction, tension
and environmental conditions [8,9]. For this reason, predictive maintenance is the most
appropriate methodology to guarantee optimal performance. In this technique, condition
monitoring is crucial, since the reception of digital signals from sensors located on the
machinery allows for obtaining relevant data. These measurements are the first phase in
fault diagnosis and allow for a Remaining Useful Life (RUL) study on a particular compo-
nent or equipment. In this way, it is possible to develop accurate predictive maintenance.
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Monitoring the condition of the transmission belts can be carried out using various tech-
niques and technologies [10,11]. Although the most common is visual inspection, it is not
adequate, since it only allows the visible problems to be detected and this, in addition to
not providing an exhaustive evaluation of the internal condition of the belt, can result in a
too-late evaluation. Therefore, the use of vibration sensors is usually chosen [12,13]. Vibra-
tion monitoring allows for detecting anomalies, which may be indicative of misalignments,
imbalances or tension problems in the transmission belts, allowing corrective measures to
be taken before catastrophic failure occurs [14].

In addition to monitoring, the processing of recorded data is the second principal
element of predictive maintenance. In this sense, due to the great evolution of artificial
intelligence techniques, these represent powerful information processing tools that make
it possible to anticipate failures and minimize downtime in the industry. In the last
decades, there has been a great expansion in the application of signal processing techniques.
Machine Learning (ML) techniques have been widely used owing to their successful
results in predictive problems [15]. However, they are considered black boxes, since it
is not possible to establish a relation between their inputs and outputs. This involves
an important limitation because there is a lack of capability for interpretation in their
learning. Meanwhile, the relevance of Artificial Neural Network (ANN) in multiple fields
of research should be pointed out, but they stand out especially in fatigue modeling [16],
in classification problems or life predictions [17]. The principal advantages reside in
the excellent adaptivity, brilliant self-learning properties and important capabilities for
extracting relations in complex data sets [18]. There are different variants of the ANN
model, such as adaptive neuro-diffuse inference systems (ANFIS) [17,19,20], but Genetic
Neuro-Fuzzy (GNF) techniques [21] stand out for their ability to analyze large volumes of
data, identify complex patterns and generate accurate prediction models [22-24].

This research presents an intelligent classification system for the state of transmission
belt wear. The starting point is the study of the vibration behavior as a determining factor
to identify the level of use. In particular, signals are processed in the frequency spectrum,
obtaining data for the intelligent classifier through analysis by band division. With the
characteristic values obtained for each band, the set is built to train the classification algo-
rithm. In particular, in this work, a method based on the Genetic Neuro-Fuzzy technique,
developed by the researchers of this work, is proposed. The presented technique has
resulted in the generation of a good classifier since promising results have been achieved.
In this sense, it is important to highlight that the proposed algorithm is novel and not
only because it combines artificial neural networks, Fuzzy systems and genetic algorithms.
Moreover, the trained system is able to automatically provide a set of Fuzzy rules that solve
the posed problem; in this research, belts are classified according to their deterioration.
Although there are similar techniques in the bibliography, the proposed method allows
the use of a large amount of inputs, which affords a wider application. In addition, one of
its advantages is that it allows for close monitoring of how the process of obtaining rules
occurs, which would allow explicating them in an additional phase.

2. Materials and Methods
2.1. Experimental Bench

In order to carry out the measurements, a laboratory-scale high-speed rotating machine
was built. This prototype allows us to more easily search for key elements in detecting
breakdowns in this type of transmission system. Specifically, a test bench of a modified
column drill has been used, where the mechanical transmission is carried out using V-belts.
The technical characteristics of the electric motor of the drill are shown in Table 1. All
measurements were carried out without loads on the motor.

The necessary modifications have been carried out on this prototype to reach the
research objectives. On the one hand, it was necessary to be able to access the most
suitable area for the installation of a piezoelectric accelerometer that would allow for safely
measuring vibrations for the operator and the sensor and with an adequate level of accuracy.
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And, on the other hand, the system should be adapted, so that different belts could be
changed and adjusted precisely.

Table 1. Technical characteristics of the electric motor.

Characteristics Value

Power 350 W

Voltage 230 V

Amperage 15A

Electrical current frequency 50 Hz
Speed, synchronous (50 Hz) 1420 RPM

The technical analysis of the test bench concludes that the best location to carry out
the measurements is the electric motor that drives the rotary machine. Then, it was decided
to place the piezoelectric accelerometer to collect data as close as possible to the bearing of
the electric motor. In particular, in the area of the transmission shaft, where the pulley is
attached (Figure 1).

Figure 1. Final assembly of the triaxial accelerometer (Briiel & Kjaer 4504A).

Once the column drill test bench has been modified, the measuring devices are in-
stalled. In this work, a triaxial piezoelectric accelerometer type 4504 A (Bruel & Kjaer brand,
Naerum, Denmark) was used along with a digital analog signal switch (Photon+), also
from the Bruel & Kjaer brand (Naerum, Denmark), which transforms the obtained signals
to digital format and a computer with processing software.

The block diagram of the system for performing vibration data collection is shown in
Figure 2. The final assembly of the experimental bench is shown in Figure 3.

The obtained data were vibration measurements produced by 26 belts that are in
different states of deterioration. Specifically, vibration signals have been obtained in the
three Cartesian axes with 7 new belts, 10 belts that are half used and 9 belts close to breaking.

PIEZOELECTRIC DYNAMIC SIGNAL
[ACCELEROMETER] .[ ANALYZER ] .[ LAPTOP

Figure 2. Block diagram of collecting data.
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Figure 3. Final assembly of the experimental bench.

2.2. Signal Processing and Intelligent Method

The main purpose of this research is to build an intelligent classifier that, once it
has been trained, allows for identifying the use state of a belt from its vibration signal.
Therefore, it is necessary to perform a previous phase of signal processing. These signals are
acceleration values measured in each Cartesian axis during 2 s with a sampling frequency
of 2560 Hz on the 26 belts. This results in a signal composed of 307,200 values for each axis.

In this work, the Fast Fourier Transform (FFT) and the following study by frequency
bands have been chosen to generate the data set that will be used for training the Artificial
Intelligence technique. After this pre-processing, each resultant signal has a dimension of
262,154 values. Figure 4 shows, as an example, the frequency spectrum after performing
the FFT of the vibrations measured on one of the half-used belts along the z-axis.

3 T T T T T T
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15T

FFT Amplitude

05T
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Frequency (Hz)

Figure 4. FFT spectrum of a signal vibration measured along the z-axis for a half-used belt.

In this first stage of pre-processing, it has been decided to average over a 1000 Hz
wide frequency band. After this, each one of these average values becomes the input to
the classifier. Regarding the outputs of the system, they have to indicate the use state of a
particular belt, and since in this research three levels of belt deterioration have been studied,
the classifier must have three outputs. Due to the design of the methodology used, which
will be developed below, binary outputs are implemented. This involves only one output
that will be activated, keeping the other two at zero to indicate the label that corresponds



Appl. Sci. 2024, 14,1831

50f13

to the analyzed signal. Table 2 shows which output of the trained system is activated
depending on the corresponding label.

Table 2. Output activation and label belt.

Number of Classifier Output

1 2 3

New belt 1 0 0
Half-used belt 0 1 0
Close-to-breaking belt 0 0 1

Based on the designed set of input-output data, the classifier is trained. In this research,
a three-layer Genetic Neuro-Fuzzy system [21,22,25] has been chosen and it maintains the
structure of the ANFIS systems [26,27]. The inputs of the first layer correspond to the inputs
of the system. In this work, as it was indicated previously, an analysis has been carried
out in the frequency domain by bands, specifically, they have been divided into bands of
1000 Hz, for each axis. This means that for every 1000 values, an average is calculated;
therefore, the inputs are composed of the concatenation of domain frequency signals of
262 data for each axis. At this point, it is important to remark that the program has been
designed so that each band has the same amount of data. For that reason, the input vector
U is composed of an array of 789 values instead of 786, since the last band of each axis
had to be completed with an extra value. The output Pj; of each neuron of the first layer,
expressed in the following equation, is a function of the center of the membership function
wjj and the width of the membership function nj, where N represents the total number of
inputs and N; the number of intermediate layer nodes.

2
Pijzexp<w>;1:1,...,N1,-j:1,...,N2, (1)
g

The second layer outputs p; correspond to the system rules. This involves that N, is
also indicating the rule numbers.

pi:min|P1j,...,PNlj;j:1,...,N2, (2)

Finally, the third layer outputs, which are also the system outputs, are obtained from
the output estimated values Viks which are obtained of each node j, with N3 as the number
of outputs, in this research is 3, as it can be seen in Table 2.

Ny
B Z]‘:1 VikQj

Y= —x ;k=1,...,N3 3)
Li210j
The set of parameters indicated in these equations is established through the two-phase
learning algorithm.
In the first phase, the initial values for p;; and Vjk are obtained from a two-dimensional
self-organizing Kohonen map [28], whose inputs are the set of inputs—outputs of the system:

A= (Uy...UyYi...Yy,) (4)

In this work, the process starts with a 10 x 10 map, that is, initially there are 100 nodes
and, therefore, 100 rules. Each node has an associated initial vector of weights, which will
be linked to a classification label. Once this unsupervised learning phase is applied, an
update of the weight vector is obtained, and values are assigned to ;; and vik.

In the second phase, the Genetic Neuro-Fuzzy (GNF) [21,25,29] is implemented, in
order to adjust the parameter set obtained in the previous phase, as well as to reduce the



Appl. Sci. 2024, 14,1831

6 of 13

number of nodes in the hidden layer and in the same way, to reduce the number of rules.
The genetic algorithm is based on the biological processes of genetic evolution, where the
content corresponding to an individual is provided from the basic information, known as a
gene. In this work, a vector is established as an individual and its components as genes.
Therefore, each individual will be composed of a vector of dimension N; X Ny, the first N,
components being binary values, which will indicate an activation if the associated rule is
taken into consideration and 0 if it is rejected. The rest of the components of the vector are
associated with the width of the membership function n;;. Therefore, those that are linked
to a node with a value of 0 will not be considered for the calculation of the final result.
With this implementation, each individual becomes a possible NFG system and its non-null
elements are used in the learning phase. In this way, after this phase, an adjustment of N,
and njj is achieved.

With the data measured in the experimental bench, these two phases are applied with
different initial configurations in order to train a reliable classifier. In this research, once the
FFT has been performed, the vibration signals of each Cartesian axis are divided into bands
of 1000 Hz wide and each band is averaged, resulting in 789 data signals. Therefore, the
input to the training will be made up of a vector of 789 values. The output of the classifier
must indicate the status of the belt based on the associated signal. For this, the system has
been designed so that the corresponding output is activated according to the identification
label of that input, as it was indicated in Table 2.

Figure 5 a flowchart of the whole process is shown in order to illustrate the differ-
ent phases.

eTest bench creation

Expenme ntal *Vibration measurements over 26 belts
phase

* Application of FFT to vibration signals

AP ¢Division intobands of 1000 frequencies and average
Pre-processing | calculation for eachband
phase

*Unsupervised phase: two-dimensional self-organizing
Kohonenmap to obtain the initial centre of the membership

.\ functions and outputs estimated
Training phase _ . : : :
*Supervised phase: Geneticalgorithm to adjust the number of

rules and width of membership functions

Figure 5. Flowchart of the process.

3. Results

In order to develop this study, 26 belts in different states of use were used; therefore,
there were 26 vibration patterns, each one with the signals of the three Cartesian axes.
Firstly, the signal processing is conducted to obtain the frequency signature of each vibration
measurement, and then they are divided into bands and the average is obtained for each
band. In order to check the generalization capacity of the GNF system after training, 25%
of the patterns are reserved. This involves that the algorithm has been trained with 75%
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of the signals, indicating in each case what type of belt each pattern corresponds to. Once
the three phases of the algorithm, which have been explained in the previous section, are
completed, the classifier is ready. The trained system is now capable of determining the
status of the belt from the vibration signals captured by a sensor.

Figure 6 shows the results after the GNF phase. As it can be seen, while the iterations
or generations are growing, the average distance between individuals is decreasing, and
this involves a reduction in the rule number that is necessary to build the classifier. This can
be tested with Figure 7, where the initial 100 rules are reduced to 43 rules that correspond
to the nodes marked in red. This figure also shows which input activates each node. If only
one input activates a particular node, its number is marked in red but if there is a second
input linked to the same node, its number is marked in green and finally, if there is a third
input, it is marked in pink.
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Figure 6. Evolution of average distance between individuals in Genetic algorithm phase.
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Figure 7. Rules activation network after the genetic algorithm phase.

The confusion matrix is an adequate method for visualizing the learning capacity of
an algorithm. This tool shows as many columns as the number of predictions of each class
and as many rows as the instances of the real class. With this representation, the successes
and the errors that the classifier makes after training can be observed. In this work, there
are three values to predict, and therefore, the confusion matrix will have dimension 3 x 3.
The diagonal values represent the true positives, that is, those labels that the classifier
has identified correctly, while the rest of the elements of the matrix show the erroneous
identifications, and depending on the location, it is verified which erroneous label it is.
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Figure 8 presents the confusion matrix obtained after the training process. As can be seen,
label 1 and label 2 have 100% accuracy, whereas label 3, corresponding to close-to-breaking
belts, has an accuracy of 88.9% since there was a pattern that the classifier identified as
class 2 (half-used belt) and the actual label was 3 (close-to-breaking belt). Green numbers
correspond to percentage of right classified samples, whereas red ones correspond to
percentage of wrong classified samples.

Training patterns

6 0 0 100%
30.0% 0.0% 0.0% {

2, 0 7 1 87.5%
@ 0.0% 35.0% 5.0% 12.5%
5
pel
05
g
-
o 3 0 0 6 100%
e 0.0% 0.0% 30.0% 0.0%

100% 95.0%
0.0% 5.0%
N s il

Actual classes

Figure 8. Confusion matrix with training patterns.

Figure 9 shows the confusion matrix for the generalization patterns, that is, the intro-
duced signals have not been used for training, and therefore, they are unknown data for
the classifier. It can be seen that a satisfactory result has been achieved since the classifier
has correctly identified each generalization pattern, which means 100% accuracy for the
three classes. Green numbers correspond to percentage of right classified samples, whereas
red ones correspond to percentage of wrong classified samples.

Generalization patterns

1 1 0 0 100%

16.7% 0.0% 0.0% 0.0%

3 0 3 0 100%

2 0.0% 50.0% 0.0% 0.0%
o
]
3]
o
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k3]
8

e, 0 0 2 100%

: 0.0% 0.0% 33.3% 0.0%
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Actual classes

Figure 9. Confusion matrix with generalization patterns.
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The good training results obtained could be indicative of over-fitting; however, the
classifier also shows good results when test data are introduced, that is, unknown patterns.
In this way; it is possible to affirm that the trained algorithm has achieved an adequate
level of generalization, and therefore, an over-fitting problem can be overcome.

Another technique to check the capacity of a classifier is through the ROC curve
(acronym for Receiver Operating Characteristic). This is a graphical representation of
the proportion of true positives or sensitivity versus the proportion of false positives or
1-specificity, according to the change in the threshold established for determining the
classification. As it can be deduced from its definition; it only makes sense for binary
classifiers; therefore, it only works to check the effectiveness of detecting a certain label.
Consequently, there will be an ROC curve for each class. One of the possible interpretations
of the ROC curve is the analysis of the area under the curve, also known as AUC. This value
indicates the probability that the classifier correctly identifies the label being analyzed,
so the closer this value is to 1, the better the classifier will be, while if it is close to 0.5, it
will be the worst configuration since it indicates that it is a random classifier with a 50%
probability of success.

An ROC curve has been obtained for each classifier label with its corresponding AUC
value. It has been corroborated that the trained system has become a good classifier for
the three classes, owing to the fact that the lower obtained AUC value is 0.99772 for the
close-to-breaking belt label (Figure 10). The AUC value obtained for class 1 (new belt in
Figure 11) and for class 2 (half-used belt in Figure 12) is 1, which means that the trained
GNF identifies perfectly both labels; moreover, these results are expected since they are in
concordance with their ROC matrixes.

ROC curve (close to breaking belts determination)
T T T T T

AUC - Area under curve: 0.99722 n

TPR (True Positive Rate)
&
T

1 1 1 1 1 1 1 1 1
0 0.1 02 03 0.4 05 06 07 08 08 1
FPR (False Positive Rate)

Figure 10. ROC curve and area under the curve for determination of close-to-breaking belts class.

ROC curve (new belt determination)
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Figure 11. ROC curve and area under the curve for determination of new belts class.
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ROC curve (half use belt determination)
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Figure 12. ROC curve and area under the curve for determination of half-used belts class.

At this point in this research, it is possible to affirm that an adequate classifier has
been obtained. However, the use of this kind of method usually has a hidden development
since there are phases that are unknown; for that reason, Artificial Neural Networks are
said to be black boxes. However, in this research, an in-depth study has been conducted to
know how the algorithm works.

Figure 13 shows the influence of each rule for a particular signal corresponding to
vibrations from a half-used belt. The level of influence is expressed by a certain percentage.
As can be seen, there is a rule with a much higher participation rate than the rest, with
18.2%. Therefore, that node corresponds to the Fuzzy rule with the higher influence for
classifying this particular pattern. Below, there are five rules with 4.97%, another with 4.88%
and the rest with much lower percentages. Although they participate in the classification,
their influence is lower. Therefore, as can be seen in this example, this work allows for
knowing the weight that each rule has in the classification of a belt status.

(0.0422% (0.891% (182%  (1.96% (1.96%
(0.0422% (4.88% (96%  (1.96%

(0.:891% (18.2% (21%

(0:891% (497% (24% (24%
(d97%  (497%  (497% (21%

(3.26e-06% (497% (24%

(0% (0.00159%
(0% (2.84e-07% (0.0201% (21%

(350-246% (13e-05% (332%  (311%  (95%

(0.00525% (0.00014% ( 4.49¢-09% (4.49¢-09% (0.0815% (0.0815% (0443% (4.5% (0.:683%
Figure 13. Nodes activations for a half-used belt label.

4. Conclusions

In this work, an experimental bench has been built, and it allows for measuring
vibrations in the three Cartesian axes. The vibrations in each axis have been recorded
for 26 belts with different states of use. The frequency spectrums of these signals have
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been treated through bands, whose width has been established at 1000 Hz, calculating
the average for each one of those bands. Note that the preprocessing used is quite simple
compared to other preprocessing algorithms. In fact, it is important to remark that this
choice of preprocessing process avoids transforming the raw data, establishing a more
direct relationship with the original data. A Genetic Neuro-Fuzzy system has been designed
in this research, so that, once it has been trained, the algorithm is capable of classifying the
status of the corresponding belt. It is important to point out that a Fuzzy system is built
at the end of the process. In this paper, in addition to searching for adequate Fuzzy rules
that solve the problem, an in-depth study has been conducted in order to determine which
these particular rules are.

Once the Fuzzy rules have been obtained, it is possible to analyze the functioning of
the algorithm. Depending on the particular problem, it would be possible to perform a
specific resolution by manual adjustment of their provided rules. This could support a
better generalization level.

It is necessary to mention that, although this methodology offers great potential,
on occasion owing to the high complexity of data, it may not generate the Fuzzy rules.
However, in this research, an analysis with respect to the way these rules are obtained has
been performed. This means that the developed method is able to test if the complexity is
so high that the current configuration of the algorithm is not able to resolve the problem.

The results show that the algorithm is a good classifier, obtaining excellent training
results and a very good generalization, reaching satisfactory AUC values, all of which are
above 0.99722.

It is important to highlight that this work represents the first step in generating a belt
classifier since the aim is to expand the study by dealing with other belts in different states
of deterioration.

The designed algorithm is capable of indicating the status of the belt without having
to stop the equipment to check its deterioration. This is a great advantage since it would
allow machinery to operate for longer, avoiding interruptions in production. Furthermore,
it would be possible to prevent failure or breakage if it is detected that a belt is close to
breaking. Hence, the maintenance could be carried out at the right time without reducing
the lifetime of the belt and without exceeding the limit so that serious failure does not occur.
Therefore, the proposed classifier represents an improvement in the predictive maintenance
of mechanical transmission mechanisms based on belts.
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