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Abstract: As network technology continues to develop, the popularity of various intelligent terminals
has accelerated, leading to a rapid growth in the scale of wireless network traffic. This growth has
resulted in significant pressure on resource consumption and network security maintenance. The
objective of this paper is to enhance the prediction accuracy of cellular network traffic in order to
provide reliable support for the subsequent base station sleep control or the identification of malicious
traffic. To achieve this target, a cellular network traffic prediction method based on multi-modal data
feature fusion is proposed. Firstly, an attributed K-nearest node (KNN) graph is constructed based
on the similarity of data features, and the fused high-dimensional features are incorporated into the
graph to provide more information for the model. Subsequently, a dual branch spatio-temporal graph
neural network with an attention mechanism (DBSTGNN-Att) is designed for cellular network traffic
prediction. Extensive experiments conducted on real-world datasets demonstrate that the proposed
method outperforms baseline models, such as temporal graph convolutional networks (T-GCNs) and
spatial–temporal self-attention graph convolutional networks (STA-GCNs) with lower mean absolute
error (MAE) values of 6.94% and 2.11%, respectively. Additionally, the ablation experimental results
show that the MAE of multi-modal feature fusion using the attributed KNN graph is 8.54% lower
compared to that of the traditional undirected graphs.

Keywords: cellular network traffic prediction; deep learning; graph neural network; multi-modal
feature fusion; attention mechanism

1. Introduction

With the advent of the information age and the rapid advancements in 4th genera-
tion mobile communication technology (4G) and 5th generation mobile communication
technology (5G), the network has become an indispensable tool and medium for accessing
information in today’s society [1]. At the same time, the constant updates and improve-
ments in various intelligent devices and the significant increase in the number of mobile
network users have posed significant challenges in terms of configuring network resources
and constructing network infrastructure. With the ongoing development of 5G and the
accelerated progress of 6th generation mobile communication technology (6G), this remark-
able growth trajectory will persist [2]. In recent years, the domain of network traffic has
witnessed extensive research in areas such as network traffic classification, network traffic
anomaly detection, and network traffic prediction [3–5]. These studies have provided
invaluable insights for the advancement of the network field.

However, in comparison to image recognition and natural language processing, the
datasets published in the field of cellular network traffic prediction are relatively limited
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in diversity [6]. The quality of the datasets is low and they contain a significant amount
of noise. To avoid compromising the experimental results with low-quality data, certain
researchers have resorted to using private domain data. While this approach can enhance
the model’s efficiency, it hinders the ability to compare it to other models and advance
the entire field. Furthermore, integrating multiple types of data through feature fusion
can enhance the accuracy of predicting cellular network traffic [7]. Previous studies have
successfully utilized considerable information, such as the number of base stations, weather
data, and points of interest (POIs), to achieve remarkable results [8]. However, the tra-
ditional undirected graph overlooks the local similarities between samples and is more
suitable for depicting global connection relationships. As the data similarity between
adjacent regions in cellular network traffic is higher, the undirected graph fails to meet
the demands of predicting such traffic. In terms of prediction methods, deep learning
models, particularly convolutional neural networks (CNNs) and long short-term memory
networks (LSTMs), have been extensively utilized in cellular network traffic prediction.
Variants based on CNNs and LSTMs have also presented excellent effects. However, with
the proliferation of mobile devices, the scale of network traffic is expanding. Some existing
models fail to consider the spatial and geographical characteristics of traffic, resulting in
issues of low accuracy and a lack of interpretability when handling long-term predictions.
Consequently, there is an urgent need to design a long-term prediction model for cellular
network traffic that incorporates multi-modal features.

This paper addresses three predicaments: (1) The effective fusion of multi-modal
features; (2) enhancing the accuracy of predictions; and (3) verifies the effectiveness and
feasibility of the proposed method in the real world. With the intention of resolving these
issues, this paper makes the following contributions:

• An attributed KNN graph is constructed. According to the similarity of nodes, the
most similar K nodes are extracted and input into the model, which avoids the low
prediction accuracy caused by the uneven spatial and temporal distribution of cellular
traffic. In addition, the attributed KNN graph also combines multi-modal features,
such as POIs, to provide more information for the model.

• A prediction model called DBGTNN-Att is developed. The model utilizes spatial graph
convolution (SGC) to process the multi-modal features present in the KNN graph and
subsequently feeds the processed features into dual branch-gated convolution with
an attention mechanism (DBGCA) for time-series prediction to capture the complex
relationships in the data.

• We evaluate our proposed DBSTGNN-Att by comparing it to other baseline prediction
models based on T-GCN or STA-GCN using a real-world cellular network dataset in
short-term, mid-term, and long-term prediction scenarios. We also discuss several
exciting research opportunities for cellular traffic prediction in the future.

The rest of the article is organized as follows. Section 2 reviews the related work of
cellular traffic prediction. Section 3 shows the structure of DBSTGNN-Att, including the
attributed KNN graph of multi-modal features and the functions of each component within
the model. Section 4 is the experimental part, by comparing the various baseline models
to prove the effectiveness of the proposed method. Finally, the conclusion is drawn in
Section 5.

2. Related Work

The prediction of cellular network traffic involves forecasting future cellular network
traffic data through the analysis of the spatial–temporal distribution of known cellular traffic
data. Over the past decade, deep learning techniques have gained widespread application
in time-series prediction, including the prediction of vehicle flow and subway passenger
flow [9–14]. Incorporating deep learning into time-series prediction has significantly
contributed to the advancement of cellular network traffic prediction. This approach
eliminates the need for the manual design of feature standards, reducing the influence of
human factors on the experimental results and enhancing both operational efficiency and
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prediction accuracy. As a result, we decided to utilize deep learning in cellular network
traffic prediction to minimize resource consumption and enhance the prediction accuracy.

During the initial stages, a considerable number of studies utilized probability statis-
tical approaches or probability distribution methods to predict cellular traffic, including
models like auto-regression moving average (ARMA) and auto-regressive integrated mov-
ing average (ARIMA) [15–17]. For instance, Yang, H., et al. [18] proposed a cellular network
traffic prediction model that integrates simulated annealing (SA), ARIMA, and a back-
propagation neural network (BPNN). This model effectively exploited the potential of
extracting both linear and nonlinear patterns from historical cellular traffic data, leading
to an enhanced accuracy in predictions. However, the traditional regression models rely
heavily on extensive pre-existing knowledge based on queuing theory and network traffic
flow theory and exhibit a limited efficacy in handling intricate uncontrolled variables. With
the increasing complexity of networks, these models often yield a subpar performance in
actual cellular network traffic prediction tasks, resulting in a reduced accuracy.

With the ongoing progress of technology, the utilization of support vector machines
(SVMs) and K-nearest neighbors (KNNs) has become widespread in the domain of cel-
lular network traffic prediction [19,20]. These models convert the prediction problem
into a linear partition problem, reducing the artificial impact on prediction results and
enhancing the prediction accuracy to a certain degree. However, the drawbacks of these
models are evident due to the nonlinear and non-stationary nature of network traffic itself.
In scenarios with numerous data samples or high dimensions, a substantial amount of
computing resources is required, which fails to meet the demands of long-term network
traffic prediction.

With the progressive maturity of deep learning models, such as deep neural network
(DNN), CNN, and LSTM [21,22], they have commenced to yield favorable outcomes in
cellular network traffic prediction. Zhang, S. [23] employed particle swarm optimization
(PSO) for optimizing the parameters of variable mode decomposition (VMD) and then
reconstructing the cellular network traffic data. Subsequently, bidirectional long short-
term memory network (BiLSTM) was utilized to carry out cellular traffic prediction. This
approach circumvents the influence of manually configured parameters on the experimental
outcomes and effectively mitigates the issue of inadequate feature extraction resulting from
unidirectional learning. Nevertheless, one of the main drawbacks of these models is that
they do not consider the spatial distribution characteristics of network traffic, but only
focus on its time distribution in time series. Consequently, this often leads to a diminished
prediction accuracy and a significant utilization of artificial resources.

In recent years, there has been a growing trend in utilizing models like graph neural
network (GNN) and CNN that demonstrate proficiency in extracting spatial features for
the prediction of cellular network traffic [24,25]. These models have proven to be effective
in this domain. For instance, Shen, W., et al. [26] propose a time-wise attention-aided
convolutional neural network (TWACNet) structure for cellular traffic prediction. In the
proposed TWACNet, the time-wise attention mechanism is adopted to capture the long-
range temporal dependencies of the cellular traffic data, and the convolutional neural
network (CNN) is adopted to capture the spatial correlation. To effectively capture the
correlation between time and space within network traffic, Wang, Z., et al. [27] introduced
GNN as a tool for cellular network traffic prediction. This particular model is capable
of extracting the spatio-temporal correlation and characteristics of intercellular traffic,
leading to highly accurate predictions regarding network traffic patterns. Building upon
the foundation of GNN, Zhou, X., et al. [28] proposed a transfer learning strategy. The
incorporation of this strategy yields substantial benefits, such as preserved computing
resources and enhanced model fitting speed, ultimately resulting in the reduced operational
time of the model.

Therefore, this research introduces the concept of constructing a dual branch spatio-
temporal graph neural network. This model incorporates the fusion of multi-modal features
while simultaneously combining a self-attention mechanism to effectively combine and
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process the multi-modal information obtained from cellular network traffic. Additionally,
the proposed model exhibits improved interpretability, resulting in a heightened accuracy
in prediction.

3. Methodology

In this section, the exposition primarily focuses on delineating the construction of the
KNN graph, as well as elucidating the structure and function of each component within
the DBSTGNN-Att model.

3.1. Attributed KNN Graph

In the existing research in the field of cellular traffic prediction, the fusion of multi-
modal features often uses multiple undirected graphs to input into the neural network.
Although this method can provide more abundant information for the model, it also
improves the complexity and running time of the model. In addition, the method of
expressing the correlation of each region by a 0.1 matrix cannot accurately extract the
complex spatial and temporal distribution of cellular traffic, which is due to the large
difference in the traffic distribution pattern of adjacent regions. Therefore, this paper
selected the most similar K nodes for prediction by constructing the attributed KNN graph,
and the multi-modal features were directly spliced after the historical time series. This
approach not only reduced the complexity of the model, but also improved the prediction
accuracy of the model.

The multi-modal features encompass comprehensive information pertaining to cellular
traffic, encompassing the time of traffic occurrence, the volume of traffic at that specific
time, the quantity of base stations (BSs), the quantity of points of interest (POIs), and social
activities (SAs). The number of base stations reflects the peak value of cellular traffic in this
region. No matter how large the traffic load demand in this region is, the peak value of
traffic will not exceed the maximum bearing range of the base station. Points of interest
(POI) within the region offer insights into the extent of population concentration, with areas
containing a larger number of POIs indicating a higher degree of aggregation, as well as
SAs. The correlation between multi-modal features and the distribution of cellular traffic,
as well as the spatial distribution characteristics of cellular traffic, are depicted in Figure 1.
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Figure 1. (a) The correlation between multi-modal features and the distribution of cellular traffic.
(b) Spatial distribution of cellular network traffic (the data in (b) is from the dataset [29] used in this
paper, which divides the Italian city of Milan into 10,000 regions to form a 100 × 100 square matrix).

Consequently, we established an attributed KNN graph by evaluating the similarity
between cellular traffic in different regions. The specific procedure for transforming cellular
traffic into a KNN graph with node attributes can be observed in Figure 2.
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Figure 2. Attributed KNN graph construction.

The attributed KNN graph can be comprehended as a type of similarity matrix. The
measurement of the distance between regions is based on the spatial attributes of the
cellular traffic. Regions that are closer exhibit a higher similarity, whereas regions that are
farther apart display lower levels of similarity, and in some cases, may even be considered
insignificant. However, not all spatial distributions are related to distance. Some regions
are very close to each other, but the traffic distribution patterns are completely different;
some regions are far apart, but the traffic distribution patterns are very similar.

Therefore, this paper first selected a target node and obtained the similarity matrix X
between the node and the other nodes by heat kernel [30] calculations. According to the
similarity, K nodes with the closest attributes were selected from high to low. Each node
represents the cellular traffic data in a region (for example, the Milan dataset used in this
paper divided Milan into a 100 × 100 matrix; so, the number of nodes was 10,000). The
cellular traffic data of these K nodes was extracted and rearranged into a L × K matrix,
namely KNN spatio-temporal matrix B, where K is the number of the most similar K
nodes and L is the length of the time series. Then, the number of BS, POIs, and SAs in the
region corresponding to these K nodes was extracted to form three 1 × K matrices, namely
matrix Mb, matrix Mp, and matrix Ms. According to the correlation of the multi-modal
features, as shown in Figure 1a, the matrix of each multi-modal feature was assigned the
corresponding weights ω0, ω1, and ω2. The matrices Mb, Mp, and Ms were multiplied
by the corresponding weights, and then the multi-modal feature matrix C was obtained
by adding them, and it was spliced with the KNN spatio-temporal matrix B to obtain a
(L + 1) × K matrix, that is, the matrix S.

The similarity between node i and node j calculated by heat kernel is shown in
Equation (1).

Xi,j =
1
L

L

∑
i=1
j=1

e−
|xi−xj |

2

t (1)

where t is the time parameter in the heat conduction equation.
According to Equation (1), if the target node is i, the closer the similarity Xi,j between

node j and node i is to 1, the higher the similarity between the two nodes. The closer it is to
0, the lower the similarity between the two nodes. By analogy, the similarity Xi,j between
all nodes and the target node was calculated, and the nearest K − 1 nodes were selected.

The last step was to construct the adjacency matrix A. The i th row and j th column
of the adjacency matrix A were the Xi,j of node i and node j, respectively. Similarly, the j
th row and i th column of the adjacency matrix A were also the Xi,j of the nodes i and j,
respectively. Because the similarity between the node and itself was 1, the diagonals of
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adjacency matrix A were all 1. Thus, we obtained a symmetric matrix with a diagonal of 1,
namely adjacency matrix A.

The undirected attributed graph by using the spatio-temporal features and multi-modal
features of cellular traffic was constructed successfully, and G was defined as G = (V, E, S),
where V = {v1, v2, . . . , vK} is the node set. E = {e12, e23, e34, . . .} represents the set of
undirected edges, corresponding to whether each region is adjacent. S = {s1, s2, . . . , sK}
represents the the node attribute set. The graph G adeptly integrates the spatio-temporal
and geographical attributes of cellular traffic, effectively illustrating the correlation between
cellular traffic nodes.

3.2. Dual Branch Spatio-Temporal Graph Neural Network with an Attention Mechanism

In this section, we provide a detailed description of the architecture of DBSTGNN-Att,
which was named dual branch spatio-temporal graph neural network with an attention
mechanism. DBSTGNN-Att comprised multiple ST-Blocks (two ST-Blocks were used in
this paper). Each ST-Block contained two temporal blocks and a spatial block. Matrix P
was fed into the temporal block, while the attributed KNN graph was fed into the spatial
block. This setup allowed for the extraction of spatio-temporal features from the cellular
network traffic. The prediction results Q were ultimately generated through the projection
layer. Figure 3 illustrates the structure of DBSGTNN-Att, where the parameter L represents
the historical time-series length. The dimension of the matrix S obtained by splicing the
multi-modal feature matrix with the attributed KNN matrix was (L + 1)× K, where K is
the number of similar nodes extracted and L is the length of the historical time series.
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3.2.1. Time Feature Extraction Based on Temporal Dual Branch-Gated Convolution with an
Attention Mechanism

The self-attention mechanism is one of the attention mechanisms. The weight assigned
to each input item depends on the interaction between the input items, that is, the voting
within the input item determines which input items should be focused on. Compared
with the strong attention mechanism and the soft attention mechanism, the self-attention
mechanism has the advantage of parallel computing when dealing with very long inputs
and neutralizes the degree of information neglect and the running time of the strong
attention mechanism and the soft attention mechanism. Specifically, the self-attention
mechanism captures the dependencies between sequences by the query matrix Q, the key
matrix K, and the value matrix V. By comparing the query matrix Q of the time series with
the key matrix K, and matching the value matrix V with the value corresponding to the
key matrix K, the self-attention can be calculated. By normalizing the time dependence of
each time step, the SoftMax function can obtain the attention probability matrix. In order to
prevent significant differences in the probability distribution of the matrix obtained by the
SoftMax function after the dot product operation, it is necessary to apply the

√
d scaling
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factor for normalization. Finally, the output is processed by the linear layer and the ReLU
activation function to obtain the representation of the time feature.

In this paper, we used the self-attention mechanism. Before the temporal dual branch-
gated convolution layer, several self-attention layers were augmented to learn feature
weights adaptively. One input can generate three matrices: Q (query), K (key), and V
(value). The self-attention mechanism is shown in Equations (2) and (3).

Attention(Q, K, V) = so f tmax
(

QKT/
√

dk

)
V (2)


Q = WqS
K = WkS
V = WvS

(3)

where dk is the vector dimension of K. S is the time series of the input. Wq, Wk, and Wv are
the weight matrices for calculating the query, key, and value, respectively. The self-attention
mechanism structure diagram is shown in Figure 4.
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Figure 4. Structure diagram of the self-attention mechanism.

Despite the prevalent usage of RNN and its derivative LSTM for time-series predic-
tion, the computational complexity associated with this type of recurrent neural network
infrastructure is considerably high. Conversely, CNN possesses several advantages, such as
rapid training speed, uncomplicated structure, and the absence of dependency constraints.
Consequently, we introduced the temporal dual branch-gated convolution, augmented
with a self-attention mechanism, aiming to effectively discern the temporal features that
aid in capturing cellular network traffic. The depiction of the temporal dual branch-gated
convolution with a self-attention mechanism structure is illustrated in Figure 5.
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Moreover, the 1-D Conv layer divides the matrix into two segments on average,
namely S1 and S2. Each segment then separately undergoes processing through two GLUs
(gated linear units), after which their respective outputs are combined. The output of the
two GLUs is fused to obtain S′′ ∈ RK×(L+1). This approach offers an advantage by enabling
different GLUs to concentrate on learning distinctive feature representations of various
components, thereby augmenting the model’s ability to adapt to disparate data models. In
the context of predicting cellular network traffic, the traffic patterns may potentially vary
due to temporal, geographical, or other contextual factors. Therefore, the adaptability of
the model becomes pivotal. The related equations are shown in Equations (4)–(8).

Firstly, the gating ratios g1 and g2 were calculated, and the sigmoid activation function
was used:

g1 = σ
(
Wg1 ∗ S1 + bg1

)
(4)

g2 = σ
(
Wg2 ∗ S2 + bg2

)
(5)

where σ represents the sigmoid function, and W and b represent the weight and bias, respectively.
Then, we calculated the inputs h1 and h2 of the activation function.

h1 = Wh1 ∗ S1 + bh1 (6)

h2 = Wh2 ∗ S2 + bh2 (7)

Finally, the two outputs were fused to obtain P′ ∈ RN×L.

S′′ = g1
⊙

h1+g2
⊙

h2 (8)

where
⊙

represents the Hadamard product and ∗ denotes the convolution operation.

3.2.2. Spatial Feature Extraction Based on Spatial Graph Convolution

The extraction of an intricate spatial correlation is a prominent concern in cellular
network traffic prediction. While a traditional convolutional neural network (CNN) can
acquire local spatial characteristics, it is restricted to the Euclidean space. Due to the
non-two-dimensional grid format, the CNN model fails to depict the complex topology of
cellular traffic interchange between regions, resulting in an inadequate capture of spatial
interdependence. Lately, the transition of CNN to a graph convolutional network (GCN),
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which is capable of handling arbitrary structured data, has garnered considerable atten-
tion. The GCN model has proven successful in various applications, including document
classification, unsupervised learning, and image classification [31,32].

In this paper, we called the GCN that dealt with spatial features as spatial graph
convolution (SGC). Specifically, SGC aggregates the neighbor information and similarity
of nodes by performing convolution operations on the graph. At each time step, SGC
convolves the features of each node with the features of its neighbor nodes to obtain a new
feature representation of the node. In this way, SGC can use the connection relationship
between the nodes to capture the spatial dependence in cellular networks. In the DBSTGNN-
Attt model, the input of SGC is a graph representing cellular network traffic, where the
nodes represent the cellular traffic data detected by detectors in a region, the edges represent
the connection relationship between regions, and the weights on the edges represent the
similarity between the regions. By convoluting the graph, SGC can aggregate the features
of each node with the features of its neighbor nodes to obtain a new feature representation
of the node. The specific formula is shown in Equation (9).

f (S, A) = σ
(

ÂReLU
(

ÂXW0
)
W1

)
(9)

where S represents the attributed matrix, A represents the adjacency matrix, Â =
∼
D

− 1
2 ∼

A
∼
D

− 1
2

denotes preprocessing step,
∼
A = A + IN is a matrix with a self-connection structure, and

∼
D

is the degree matrix,
∼
D = ∑n

∼
Amn. W1 and W0 represent the weight matrix of each layer.

σ(·) and ReLU() represent the activation functions.

4. Results and Discussion

In this section, extensive experimentation is conducted to validate the efficacy of
the proposed methodology. Primarily, the datasets, experimental configurations, baseline
techniques, and evaluation metrics employed in this study are introduced. To substantiate
the superior performance of the proposed approach, a comparative analysis is carried out
against the existing methodologies. Ultimately, the experimental findings and performance
analysis are presented.

4.1. Datasets Description

In this paper, three datasets were used, among which the cellular traffic dataset used
the Milan City cellular traffic dataset provided by Telecom Italia. It was used as part of
the “Big Data Challenge” [29]. The dataset collected cellular traffic data for Milan City
from 1 November 2013 to 1 January 2014, at a 10 min interval, and collected approximately
19 GB (62 days, 300 million records) of data. In this dataset, the city of Milan is divided into
a grid-covered layer of 100 × 100 squares, each of which is approximately 235 × 235 m in
size, which we called a cell. In each cell, three types of cellular traffic data are included,
namely Internet, Call, and SMS. The dataset used in this paper was Internet.

In addition, this paper also used two geographic datasets of Milan City. The dataset on
BS information came from OpenCellID [33], which contains multiple types of information
about BS, such as location (latitude and longitude), mobile country code, and the coverage
of each BS. Using the geographical location information of each cell, we can map the
location of each BS to the cell where the BS is located by simple preprocessing. The dataset
was not only used in cellular traffic prediction, but also played a key role in the subsequent
base station sleep control experiments.

The POI information came from Google Places API [34]. POI refers to the point data
in the Internet electronic map, which basically includes four attributes: name, address,
coordinate, and category. In the dataset used in this paper, 13 kinds of POIs were collected,
including subway stations, shops, restaurants, and parks.

The SA of a region reflects the overall user demand degree for network services. The
dataset on social activity level was obtained through Dandelion API [35]. The obtained
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data contained the information a user generated when using Twitter, such as the location
and keywords.

4.2. Evaluation Indicators

There are many evaluation indexes to evaluate the forecasting effect of the model [36–40],
such as the mean absolute error (MAE), root-mean-square error (RMSE), mean absolute
percentage error (MAPE), mean squared error (MSE), and R-squared (R2). In this paper, the
three most widely used evaluation indicators MAE, RMSE and R2 were used. Specifically,
MAE is used to measure the gap between the predicted value and the real value. For any
size difference, the penalty of MAE is fixed. Therefore, no matter what kind of input value is
used, there is a stable gradient, which does not lead to the gradient explosion problem and
has a more robust solution. RMSE is the square root of the sum of squares, which enlarges
the gap between the larger errors; so, RMSE is more sensitive to errors. Among them, the
range of MAE and RMSE is [0,+∞]. When the predicted value is completely consistent with
the real value, it is equal to 0, that is, the perfect model. The greater the error, the greater
the value. The range of R2 is [0, 1]. When the predicted value is completely consistent with
the real value, it is equal to 1. Their formulas are shown in Equations (10)–(12).

MAE =
1
N

N

∑
i=1

|ŷi − yi| (10)

RMSE =

√√√√ 1
N

N

∑
i=1

(ŷi − yi)
2 (11)

R2 = 1 − ∑N
i=1(yi − ŷi)

2

∑N
i=1

(
yi − Y

)2 (12)

Specifically, N is the time steps, ŷi is the set of prediction values, y is the set of target
values, and Y is the average of the true observed values.

4.3. Experimental Environment

The experimental environment is the basis of system testing. For the testing of a
system, it is necessary to ensure that the environment is configured correctly. The correct
experimental environment is a key step in the experiment. In this experiment, we used
a deep learning server to configure the experimental environment. The production type
of the central processing unit (CPU) was Intel (R) Core (TM) i7-9700, the production type
of the GPU was NVIDIA GeForce GTX 745, and the memory size was 16 GB. In addition,
Pytorch was used to build a network framework, Adam optimizer was used to iteratively
train the same training set partitioning and data preprocessing methods, and Python was
used as a programing environment. The experimental environment is shown in Table 1.

Table 1. Experimental environment.

Name Configuration

Operating System Windows10
Memory Capacity 16 GB

Hard Disk Capacity 1 TB
CPU Intel(R) Core(TM) i7-9700
GPU NVIDIA GeForce GTX 745

Pytorch Version 1.11
Python Version 3.9

4.4. Parameters Settings

In this experiment, we chose a 10 × 10 cell range in the centre of Milan city and
extracted continuous 30-day cellular traffic (Internet) as time series for evaluation. The
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cellular traffic data from the first 24 days were used as the training set and the remaining
6 days were used as the test set. Additionally, we set the learning rate of the model to
0.001, the batch size to 32, and the training period to 1500. And Adam was selected as
the optimizer. The value of K was set to 10, and K was the number of the nodes of KNN
graph. The weights of the POIs, BSs, and SAs (ω0, ω1, and ω2) were set to 0.4, 0.4, and 0.2,
respectively. The output dimension of the input layer was set to 32, and the (3,1) kernel was
used for temporal convolution based on a previous work. In order to prevent overfitting, if
the verification loss was not reduced within ten epochs, the model stopped training. The
specific parameter settings are shown in Table 2.

Table 2. Model parameter settings.

Model Component Parameter

Learning rate 0.001
Batch size 32

Training epoch 1500
Optimizer Adam

K 10
ω0, ω1, ω2 0.4, 0.4, 0.2

Output dimension of the input layer 32

4.5. Baseline Models

In order to prove that the cellular traffic prediction method proposed in this paper met
the requirements of the base station sleep control strategy in terms of accuracy, we chose
statistical models, GCN-based deep learning model variants, and transformer variants as
baselines for the comparison.

Autoregressive integrated moving average (ARIMA): ARIMA is a classical time-series
analysis and prediction method. It includes three parts, i.e., autoregressive, integrated, and
moving averages.

Support vector regression (SVR): SVR is a regression method based on a support vector
machine (SVM), which is used to solve regression problems. Unlike traditional regression
methods, SVR focuses on finding a function that minimizes the difference between the
predicted value and the true value, and tolerates some errors.

Gated recurrent unit (GRU): GRU is a recurrent neural network (RNN) structure that
is frequently utilized for the analysis of sequence data. Its primary advantage lies in its
ability to effectively capture long-term dependencies within the sequence through the
introduction of a gating mechanism. Consequently, this enhances the overall performance
of the model.

Temporal graph convolutional network (T-GCN): T-GCN is an artificial neural network
model that integrates the graph convolutional network (GCN) and gated recurrent unit
(GRU). Its purpose is to effectively capture the spatio-temporal correlation within traffic
data and thereby achieve accurate cellular network traffic prediction.

Spatial–temporal self-attention graph convolutional network (STA-GCN): STA-GCN
is a spatial–temporal self-attention graph convolutional network with a good prediction
performance and interpretability.

4.6. Experimental Results

The evaluation results comprise numerical comparisons using MAE, RMSE, and R2,
as well as performance displays, between DBSTGNN-Att and the five other prediction
models. These comparisons were based on the cellular traffic dataset of Milan. The
prediction was compared in three different scenarios, namely short-term prediction, mid-
term prediction, and long-term predictions, with sampling intervals of 10 min, 30 min,
and 60 min, respectively. When the sampling interval was 10 min, the model predicted
the cellular traffic in the next one day; when the sampling interval was 30 min, the model
predicted the cellular traffic in the next three days; and when the sampling interval was
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60 min, the model predicted the cellular traffic in the next six days. In order to demonstrate
the prediction performance of DBSTGNN-Att across various sampling intervals of cellular
traffic, a representative cell (ID: 4259), which contains the most famous university in Milan
named Bocconi, was selected to exhibit the prediction results of the test dataset. Figure 6
provides an intuitive representation of the prediction comparisons for the last 144 time
points, representing short-term (one day) and mid-term (three days) predictions, in the
selected cell. Furthermore, the numerical comparisons for the aforementioned prediction
performance are presented in Table 3 (Note: The results shown in this section do not use
the attributed KNN graph to fuse multi-modal features).
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Table 3. Numerical comparisons of the prediction performance.

Sampling Interval 10 min 30 min 60 min

Model Metrics MAE RMSE R2 MAE RMSE R2 MAE RMSE R2

ARIMA 58.24 102.33 0.53 178.44 216.23 0.48 378.55 453.11 0.27
SVR 52.67 85.31 0.57 176.24 211.65 0.50 340.59 407.26 0.30
GRU 34.22 41.72 0.77 104.51 129.27 0.63 235.11 276.50 0.41

T-GCN 27.96 40.78 0.81 79.22 122.40 0.69 170.16 232.58 0.50
STA-GCN 26.58 38.71 0.84 75.58 115.43 0.66 157.96 211.12 0.58

DBSTGNN-Att 26.02 37.98 0.83 71.24 106.43 0.71 149.81 197.13 0.65

In the short-term prediction scenario, compared to the GRU, T-GCN, and STA-GCN,
DBSTGNN-Att presents performance improvements of around 23.96%, 6.94%, and 2.11% in
the MAE and 8.96%, 6.87%, and 1.89% in the RMSE, respectively. In the mid-term prediction
scenario, compared to the GRU, T-GCN, and STA-GCN, DBSTGNN-Att presents perfor-
mance improvements of around 31.83%, 10.07%, and 5.74% in the MAE and 17.67%, 13.05%,
and 7.80% in the RMSE, respectively. In the long-term prediction scenario, compared to
the GRU, T-GCN, and STA-GCN, DBSTGNN-Att presents performance improvements
of around 36.28%, 11.94%, and 5.16% in the MAE and 28.71%, 15.24%, and 6.63% in the
RMSE, respectively.

This is due to the ARIMA and SVR having difficulties in dealing with complex non-
linear cellular traffic changes. Specifically, the ARIMA is a classical time-series analysis
and prediction algorithm, which has a good effect on simple linear trend and periodic
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change data. However, cellular traffic data often have complex nonlinear characteristics,
which makes it difficult for ARIMA to accurately capture these complex change patterns,
especially in mid-term and long-term predictions. The SVR is a machine learning algorithm
that can capture nonlinear time features. Nevertheless, in cellular traffic prediction, cellular
traffic data usually have a high degree of noise and uncertainty, which makes it difficult for
the SVR to accurately model and predict. Secondly, the SVR needs to manually select kernel
functions and adjust hyperparameters, which is a challenge for the complexity of cellular
traffic data. As a deep learning algorithm, the GRU has produced good results in time-
series prediction. But the GRU only processes the time characteristics of cellular network
traffic data and does not consider the spatial distribution of cellular traffic; so, the GRU is
more suitable for single-region cellular traffic prediction without spatial characteristics. In
this scenario, its simple structure and faster running speed are its advantages. In contrast,
T-GCN and STA-GCN not only consider the time characteristics of cellular traffic, but also
use GCN to process the spatial characteristics of cellular traffic, which greatly improves the
prediction accuracy. Nevertheless, T-GCN does not use the attention mechanism module,
so that it may repeatedly learn similar spatial features, resulting in a low training efficiency
and model performance degradation. STA-GCN only uses the structure of one GLU, which
causes the GLU to learn the feature representation of multiple different components at the
same time, which reduces the adaptability of the model.

The efficacy of DBGSTNN-Att in predicting cellular network traffic was substantiated
through numerical comparisons to and the analysis of several models. This is attributed
to the attention mechanism of DBGSTNN-Att, which prioritizes the periodic changes in
cellular traffic. Furthermore, the use of the dual GLU module enables distinct GLUs to
concentrate on learning the distinctive feature representation of various components. As
a result, the model’s adaptability to different data is enhanced, significantly boosting the
accuracy of the prediction.

4.7. Ablation Study

To further investigate the effectiveness of the modules in DBSTGNN-Att, we conducted
evaluations for three DBSTGNN-Att variants: (1) W/o an attributed KNN graph: It does
not use the attributed KNN graph as a model input and does not fuse multi-model features
(BSs and POIs). (2) W/o a dual GLU: The model does not use a double GLU structure.
(3) W/o an attention mechanism: Dual branch-gated convolution does not use the attention
mechanism. The prediction performance comparisons of the ablation study of DNSTGNN-
Att are shown in Table 4, where w/o denotes the deletion of a component.

By examining Table 4, it is evident that the aforementioned three components have a
positive impact on the prediction of cellular traffic. Among these components, the dual GLU
structure exhibits the greatest improvement in the model’s prediction accuracy. This can be
attributed to the fact that the dual GLU structure enhances the model’s flexibility, enabling
it to better adapt to diverse data distributions and complex models. Additionally, each
GLU has the capacity to learn distinct feature representations, which are then combined
through element-level multiplication operations. This integration allows the model to more
effectively capture the nonlinear relationships present in the input data, thereby enhancing
the model’s expressive capabilities and prediction performance.

Furthermore, the attributed KNN graph incorporates BSs, POIs, and SAs, encom-
passing a wider range of information that is beneficial for cellular traffic prediction. The
multi-modal features are fused and input into the neural network, which increases the
interpretability of the model and improves the prediction accuracy.
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Table 4. Prediction performance comparisons of the ablation study of DNSTGNN-Att.

Sampling Interval 10 min 30 min 60 min

Model Metrics MAE RMSE MAE RMSE MAE RMSE

DBSTGNN-Att 24.23 35.22 68.01 95.46 137.11 179.57
W/o the attributed KNN graph 26.02 37.98 71.24 106.43 149.81 197.13

W/o a dual GLU 27.66 43.83 78.45 123.14 159.35 218.70
W/o an attention mechanism 25.39 35.71 80.72 129.94 172.36 257.97

The influence of the attention mechanism on the prediction accuracy remains minimal
in short-term prediction. However, as the collection interval of cellular traffic data expands,
the advantageous impact of the attention mechanism on the prediction accuracy becomes
increasingly prominent. This is because the attention mechanism enables the model to
assign different weights to different parts of the input, thereby paying more attention to
information that is more important to the current task. This mechanism enables the model
to better handle long sequences and complex inputs, and improves the expression ability
and prediction performance of the model.

4.8. The Influence of the Hidden Unit and Sliding Window Lengths on the Experimental Results

The setting of hidden units and sliding windows has a greater impact on the prediction
results of the model. In the choice of the two, the hidden unit is too large, which may lead
to an increased complexity of the model and an over-fitting phenomenon. The larger the
sliding unit, the more features are perceived, which may slow down the running speed
of the model and reduce the prediction accuracy. Therefore, we tested the settings of the
hidden unit and the sliding window. The range of the number of hidden units was set from
32 to 128, and the range of the sliding window was set from 3 to 6. It can be seen from
Figures 7 and 8 that, in the case of three sampling intervals, when the number of hidden
units is 96, the prediction effect of the model is the best. In the case of three sampling
intervals, when the sliding window is 9, the prediction effect of the model is the best. The
performance comparison under different hidden units is shown in Figure 7, where the
x-axis represents the number of hidden units and the y-axis represents the values of the
MAE and the RMSE. The performance comparison under different sliding window lengths
is shown in Figure 8, where the x-axis represents the length of the sliding window and the
y-axis represents the values of the MAE and the RMSE.

Appl. Sci. 2024, 14, x FOR PEER REVIEW 16 of 20 

 

The influence of the attention mechanism on the prediction accuracy remains mini-

mal in short-term prediction. However, as the collection interval of cellular traffic data 

expands, the advantageous impact of the attention mechanism on the prediction accuracy 

becomes increasingly prominent. This is because the attention mechanism enables the 

model to assign different weights to different parts of the input, thereby paying more at-

tention to information that is more important to the current task. This mechanism enables 

the model to better handle long sequences and complex inputs, and improves the expres-

sion ability and prediction performance of the model. 

4.8. The Influence of the Hidden Unit and Sliding Window Lengths on the Experimental Results 

The setting of hidden units and sliding windows has a greater impact on the predic-

tion results of the model. In the choice of the two, the hidden unit is too large, which may 

lead to an increased complexity of the model and an over-fitting phenomenon. The larger 

the sliding unit, the more features are perceived, which may slow down the running speed 

of the model and reduce the prediction accuracy. Therefore, we tested the settings of the 

hidden unit and the sliding window. The range of the number of hidden units was set 

from 32 to 128, and the range of the sliding window was set from 3 to 6. It can be seen 

from Figures 7 and 8 that, in the case of three sampling intervals, when the number of 

hidden units is 96, the prediction effect of the model is the best. In the case of three sam-

pling intervals, when the sliding window is 9, the prediction effect of the model is the best. 

The performance comparison under different hidden units is shown in Figure 7, where 

the x-axis represents the number of hidden units and the y-axis represents the values of 

the MAE and the RMSE. The performance comparison under different sliding window 

lengths is shown in Figure 8, where the x-axis represents the length of the sliding window 

and the y-axis represents the values of the MAE and the RMSE. 

(a) (b) (c)

0

10

20

30

40

50

32 64 96 128
Hidden units

MAE RMSE

0

20

40

60

80

100

120

32 64 96 128
Hidden units

MAE RMSE

0

50

100

150

200

250

32 64 96 128
Hidden units

MAE RMSE

 

Figure 7. Performance comparison under different hidden units. (a) A 10 min sampling interval; (b) 

a 30 min sampling interval; and (c) a 60 min sampling interval. 

（a） （b） （c）

0

50

100

150

200

250

3 6 9 12
Sliding windows length

MAE RMSE

0

20

40

60

80

100

120

3 6 9 12
Sliding windows length

MAE RMSE

0

10

20

30

40

50

3 6 9 12
Sliding windows length

MAE RMSE

 

Figure 8. Performance comparison under different sliding window lengths. (a) A 10 min sampling 

interval; (b) a 30 min sampling interval; and (c) a 60 min sampling interval. 

Figure 7. Performance comparison under different hidden units. (a) A 10 min sampling interval; (b) a
30 min sampling interval; and (c) a 60 min sampling interval.



Appl. Sci. 2024, 14, 2173 15 of 17

Appl. Sci. 2024, 14, x FOR PEER REVIEW 16 of 20 

 

The influence of the attention mechanism on the prediction accuracy remains mini-

mal in short-term prediction. However, as the collection interval of cellular traffic data 

expands, the advantageous impact of the attention mechanism on the prediction accuracy 

becomes increasingly prominent. This is because the attention mechanism enables the 

model to assign different weights to different parts of the input, thereby paying more at-

tention to information that is more important to the current task. This mechanism enables 

the model to better handle long sequences and complex inputs, and improves the expres-

sion ability and prediction performance of the model. 

4.8. The Influence of the Hidden Unit and Sliding Window Lengths on the Experimental Results 

The setting of hidden units and sliding windows has a greater impact on the predic-

tion results of the model. In the choice of the two, the hidden unit is too large, which may 

lead to an increased complexity of the model and an over-fitting phenomenon. The larger 

the sliding unit, the more features are perceived, which may slow down the running speed 

of the model and reduce the prediction accuracy. Therefore, we tested the settings of the 

hidden unit and the sliding window. The range of the number of hidden units was set 

from 32 to 128, and the range of the sliding window was set from 3 to 6. It can be seen 

from Figures 7 and 8 that, in the case of three sampling intervals, when the number of 

hidden units is 96, the prediction effect of the model is the best. In the case of three sam-

pling intervals, when the sliding window is 9, the prediction effect of the model is the best. 

The performance comparison under different hidden units is shown in Figure 7, where 

the x-axis represents the number of hidden units and the y-axis represents the values of 

the MAE and the RMSE. The performance comparison under different sliding window 

lengths is shown in Figure 8, where the x-axis represents the length of the sliding window 

and the y-axis represents the values of the MAE and the RMSE. 

(a) (b) (c)

0

10

20

30

40

50

32 64 96 128
Hidden units

MAE RMSE

0

20

40

60

80

100

120

32 64 96 128
Hidden units

MAE RMSE

0

50

100

150

200

250

32 64 96 128
Hidden units

MAE RMSE

 

Figure 7. Performance comparison under different hidden units. (a) A 10 min sampling interval; (b) 

a 30 min sampling interval; and (c) a 60 min sampling interval. 

（a） （b） （c）

0

50

100

150

200

250

3 6 9 12
Sliding windows length

MAE RMSE

0

20

40

60

80

100

120

3 6 9 12
Sliding windows length

MAE RMSE

0

10

20

30

40

50

3 6 9 12
Sliding windows length

MAE RMSE

 

Figure 8. Performance comparison under different sliding window lengths. (a) A 10 min sampling 

interval; (b) a 30 min sampling interval; and (c) a 60 min sampling interval. 

Figure 8. Performance comparison under different sliding window lengths. (a) A 10 min sampling
interval; (b) a 30 min sampling interval; and (c) a 60 min sampling interval.

5. Limitations and Prospects

There are some limitations to this study, which are caused by the complexity of
calculations and the difficulty of data acquisition. Specifically, when selecting the most
similar K nodes, it is necessary to calculate the similarity between the target node and all
the remaining nodes, and select the (K − 1) nodes with the highest similarity to generate
the KNN graph with the target node. This process requires a large quantity of calculations,
which increases the running time of the entire model. Secondly, in order to be able to
predict the random fluctuations in cellular network traffic, more multi-modal data should
be considered, such as weather, traffic conditions, and holiday information. However, due
to the large differences in data distribution between different countries and regions, it is
necessary to use data according to the specific situation in practice.

In the future, we can consider using clustering methods (such as K-means and mutual
information) to cluster nodes and generate a new graph for nodes in each cluster to input
into the model for prediction to reduce the complexity of calculations. In addition, with
the gradual popularization of artificial intelligence models, models currently used in
popular fields, such as natural language processing, can be applied to the field of cellular
traffic prediction. For example, the proposed TimeGPT model is based on Transformer.
Therefore, it is a meaningful work to combine the spatio-temporal convolution used in this
paper with the large model. In addition, from the perspective of exploring multi-modal
features, more features that contribute to cell flow prediction can be combined to improve
prediction accuracy. This is because multi-modal features can provide a richer information
representation for the model.

6. Conclusions

In this paper, we commenced by presenting the pertinent background in the area
of cellular traffic prediction. Subsequently, we reviewed recent research, ranging from
the conventional regression model to various iterations based on graph neural networks.
By succinctly summarizing the challenges and drawbacks of the existing research, we
proposed a novel approach titled dual branch spatio-temporal graph neural network with
an attention mechanism for cellular network traffic prediction. In addition, this study also
used the attributed KNN graph. By rearranging the K most similar nodes and fusing multi-
modal features, the accuracy of cellular traffic prediction was improved. To substantiate
the efficacy and enhancement in the performance of DBSTGNN-Att, we initially compared
it with the existing models, such as the ARIMA, the GRU, and T-GCN, using a real-world
dataset, subsequently analyzing the experimental outcomes. The results demonstrate
the superiority of the proposed method over the aforementioned compared models in
short-term, mid-term, and long-term prediction scenarios.
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