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Abstract: This research focuses on enhancing the user experience within a Mixed-Reality Situational
Awareness System (MRSAS). The study employed the Simulator Sickness Questionnaire (SSQ) in
order to gauge and quantify the user experience and to compare the effects of changes to the system.
As the results of SSQ are very dependant on inherent motion sickness susceptibility, the Motion
Sickness Susceptibility Questionnaire (MSQ) was used to normalize the results. The experimental
conditions were tested on a simulated setup which was also compared to its real-life counterpart.
This simulated setup was adjusted to best match the conditions found in the real system by using
post-processing effects. The test subjects in this research primarily consisted of 17–28 years old
university students representing both male and female genders as well as a secondary set with a
larger age range but predominantly male. In total, there were 41 unique test subjects in this study. The
parameters that were analyzed in this study were the Field of View (FoV) of the headset, the effects of
peripheral and general blurring, camera distortions, camera white balance and users adaptability
to VR over time. All of the results are presented as the average of multiple user results and as
scaled by user MSQ. The findings suggest that SSQ scores increase rapidly in the first 10–20 min
of testing and level off at around 40–50 min. Repeated exposure to VR reduces MS buildup, and
a FoV of 49–54 is ideal for a MRSAS setup. Additionally camera based effects like lens distortion
and automatic white balance had negligible effests on MS. In this study a new MSQ based SSQ
normalization technique was also developed and utilized for comparison. While the experiments in
this research were primarily conducted with the goal of improving the physical Vegvisir system, the
results themselves may be applicable for a broader array of VR/MR awareness systems and can help
improve the UX of future applications.
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1. Introduction

Motion sickness is an uncomfortable phenomenon experienced by individuals in
response to Virtual Reality (VR) environments or motion stimuli. This phenomenon
necessitates reliable measurement methods to assess its impact. There are ways to accurately
measure motion sickness in users. A very objective method is to measure body sway
amplitude, blood pressure, body temperature, sweating, change of skin conductivity, heart
rate, EGG, and EEG, as these can indicate motion sickness [1]. These measurement methods
are great for obtaining very accurate Motion Sickness (MS) readings for a single participant
but the setup is not very portable and may not provide accurate results on in-field setups.
As an alternative method, subjective user-based questionnaire scores have widely been used
and been proven to be reliable [2]. Two significant instruments employed in this context
are the Simulator Sickness Questionnaire (SSQ) and the Motion Sickness Susceptibility
Questionnaire (MSQ) [3].
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A large contributor to MS is latency in VR, and how it breaks immersion [4]. There are
multiple types of latencies that can be explored in a MRSAS system, two of the main ones
being glass-to-glass latency and motion-to-picture latency. The former describes the latency
between a change in the camera input being reflected on the VR Head-Mounted Display
(HMD). The latter describes the latency between motion of the user and this being reflected
in the HMD. Motion-to-picture latency and its effects on MS have been widely explored
and is the primary consideration for most VR applications; as such, all additions made to a
VR system in the hopes of reducing MS should be weighed against their computational
cost and, by extension, their effects on latency [5].

1.1. Mixed-Reality Situational Awareness System

The term Mixed-Reality Situational Awareness System refers to a 360 degree real time
camera pass-through system for a VR device. The functionality is similar to direct camera
feed to HMD systems like FPV drone HMDs. The primary difference is the addition of
head tracking on the HMD coupled with 360 degree camera feed projection, mimicking a
traditional VR experience.

1.2. Simulator Sickness Questionnaire

The SSQ is a survey-based tool developed by Kennedy et al. [3] to quantify the severity
of motion sickness symptoms experienced by participants in response to VR stimuli or
simulators. Comprising 16 items, the questionnaire prompts respondents to rate their
symptoms on a scale ranging from 0 to 3, reflecting the intensity of their discomfort.
The items cover various aspects of motion sickness, including nausea, disorientation,
and general discomfort. The SSQ effectively gauges the extent of an individual’s motion
sickness experience, allowing for a comprehensive assessment of their susceptibility to
this phenomenon. During this study, only the overall SSQ score was used to evaluate
different conditions.

The literature references a rapid evaluation technique for the Simulator Sickness
Questionnaire SSQ, termed the verbal Fast Motion Sickness (FMS) score. Although evidence
suggests a correlation between FMS and SSQ, the FMS method was not adopted in these
particular tests due to concerns about the method’s precision [6].

1.3. Motion Sickness Susceptibility Questionnaire

The MSQ was proposed by Frank et al. [7] and operates as a survey-based measure
aimed at evaluating an individual’s susceptibility to motion sickness. By employing
questions and response scales tailored to assessing one’s predisposition to motion sickness,
the MSQ serves as a pre-screening tool. The questionnaire delves into factors such as
age, gender, and prior VR experience, aiming to identify potential contributors to motion
sickness susceptibility. A higher MSQ score typically suggests a higher likelihood of
experiencing motion sickness when exposed to VR environments or stimuli.

In this study, MSQ was used as a way to counteract the effects of inherent motion
sickness susceptibility on different users when evaluating SSQ scores. Both questionnaire
have been included in the Supplementary Materials.

2. Related Work

The field of VR has undergone significant development, transitioning from its initial
phase of exploration to a rapidly growing domain with diverse applications in areas such as
entertainment, education, and medical rehabilitation. Despite the promising potential of VR,
a significant obstacle to its widespread adoption is the occurrence of motion sickness caused
by virtual environments [8–15]. The purpose of this Section is to provide a comprehensive
analysis of the causes, measurement techniques, and potential solutions for motion sickness
induced by VR. This will be achieved by reviewing and analyzing the current body of
literature on the topic.
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Full 360-degree VR videos and the time consistency of stitching the scene has been
shown to cause MS [16]. Several methods have already been proposed to alleviate MS
in these cases but not all of them have been thoroughly researched. Patrao et al. [2]
suggest a VR environment should be treated as a theater and not a film; this means camera
animations and tricks like involuntary zooming and a lack of a reference can have a massive
impact on comfort in VR. A virtual body, on the other hand, has been shown to have a
negative impact on motion sickness [17]. Serrano et al. [18] proposed motion parallax to
help with MS, but this may not counteract the MS caused by frame delay due to its added
computational cost.

The article by Chang et al. [4] provides a significant and influential contribution by
presenting a thorough classification system that categorizes the origins of motion sickness in-
duced by VR. The taxonomy identifies three primary domains that contribute to VR-induced
motion sickness: hardware-related factors, content-related attributes, and individual-
specific human variables. Hardware factors encompass various technical specifications,
including display technology, Field of View (FoV) range, latency, and flicker rate. From a
content standpoint, various complex factors, such as the dynamics of optical flow, the fi-
delity of graphical rendering, and the contextually optimized dimensions of the FoV, are
identified as crucial precursors. The field of human factors encompasses demographic
factors, such as age and gender, as well as experiential factors, with a particular focus on
an individual’s inherent vulnerability to motion sickness.

Kemeny emphasizes the importance of reducing the discrepancy between visual and
vestibular cues as a crucial approach to alleviate motion sickness [19]. The importance of
controlling translational and rotational velocities, adopting HMDs with wide fields of view,
and avoiding obstructions in the central visual field is supported by the empirical evidence
presented in this study.

In their research work, Benz et al. [20] provide significant contributions to the field.
Their argument suggests that the use of windscreen projection, which offers a wider field
of view both horizontally (40 degrees) and vertically (35 degrees), leads to a reduced
likelihood of causing simulator sickness when compared to traditional HMDs.

Modifications to the design of virtual reality content in order to address the issue of
motion sickness were proposed by Patrao et al. [2]. The advised methodology promotes
the conceptualization of VR experiences in a manner similar to theatrical productions. This
involves incorporating static frame references and avoiding involuntary camera movements.
These measures collectively contribute to the enhancement of user immersion and the
reduction of discomfort.

The study by Cho et al. [21] presents a unique approach that utilizes a distortion
technique to align user expectations with the motion experienced in a vehicle, resulting in
a decrease in motion sickness.

Lim et al. [22] present an innovative approach that involves modulating the field of
view in order to effectively alleviate symptoms of motion sickness. Nevertheless, the re-
search articulates a word of warning regarding the possible consequences of imposing
excessive limitations on the field of view, which could negatively impact the perception of
presence and lead to a greater dispersion of attentional resources.

Jasper et al. [23] examine the disparities related to gender in terms of susceptibility to
and recovery from motion sickness. The results highlight a higher vulnerability but faster
recuperation in females compared to males.

Researchers such as Tovsic et al. [5] and Yoon et al. [24] investigate different aspects
related to VR. The former examines the influence of latency on simulator sickness in
smartphone VR, while the latter explores the effects of extended usage of VR through
a smartphone-based HMD on visual parameters. Tovsic et al. find that there is no MS
difference between latencies of 18 and 28 ms and Yoon et al. conclude that after 2 h of HMD
usage, stereopsis and exophoric deviation significantly worsened.

Lim and Lee present findings that shed light on the intricate relationship between
degrees of freedom (DOF) and FoV within the context of virtual reality-induced cybersick-
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ness [25]. This study compares the effects of using 3-DOF and 6-DOF HMDs and finds that
the latter is associated with a lower likelihood of experiencing cybersickness. The decrease
in discrepancy is ascribed to the increased alignment between the visual stimuli and the
vestibular information, which is facilitated by the 6-DOF setups. The expansion of the field
of view in HMDs is associated with a reduction in instances of cybersickness. This can be
attributed to an increased feeling of immersion and a decrease in sensory conflicts.

A recent scholarly publication authored by Rolos and Merchant presents a methodical
examination of the distinct vulnerability patterns observed in VR and MR HMDs [26]. It
is postulated that the decrease in cybersickness induced by MR can be attributed to the
translucent characteristics of MR HMDs, which allow for partial visibility of the real world
and facilitate visual-vestibular interactions that enhance congruence.

The study conducted by Goedicke et al. [27] in 2022 presents an innovative approach
to a mixed-reality driving simulation known as XR-OOM. The XR-OOM framework has the
potential to reduce simulator sickness by integrating virtual elements into real-world driv-
ing scenarios using HMDs. This is achieved by ensuring that the visual stimuli presented
in the virtual environment align with the vestibular cues experienced by the user.

In their research work, McGill et al. [28] explore the potential of AR/VR/MR technolo-
gies in improving passenger comfort during transportation. Through the synchronization
of virtual augmentations with real-world surroundings, immersive technologies present a
promising approach to mitigate motion-induced distress by harmonizing perceived and
actual motion.

3. Study Overview
3.1. Method and Experiment Design

A selection of six different experimental setups were chosen based on parameters that
could be changed in a physical VR HMD setup. For all experimental setups, the subjects
were assigned the order conditions or changes based on a random distribution. For setups
where users were to test only a subset of conditions like the FoV test, users were assigned
FoV values based on a uniform distribution.

The experiments were divided into short and long tests. The shorter tests made up
the majority of the testing while the longer tests served as a way to properly compare
the simulation results to real life results. The shorter SSQ evaluations were conducted at
0, 5, 10, and 15 min. The longer tests were conducted at 0, 5, 10, 20, 30, 45, and 60 min,
or when a participant was no longer able to continue being in VR. All new test subjects
were administered a MSQ test as these were later used to normalize the results.

Some experiments changed the base nature of the application and may have introduced
additional frame delays. Because of this, the experiments that added computationally
impacting changes in the simulation were evaluated against additional control tests.

All alterations to the user experience were conducted separately. The visual alterations
were not combined in any way so confounding variables were not tested in the frame of
this study.

3.1.1. Adaptation

In order to confirm if prior exposure and training on a VR HMD is necessary, users’
adaptability to VR had to be validated. The prior literature suggested that users become
accustomed to VR over multiple exposure sessions, but the impact of this in relation to
other effects has remained unmeasured.

We set up an experiment where we tested users three times on the same system,
once with a 1 h and 15 min break between the two sessions and the second time after a
several-week-long break. These two different break intervals allowed us to compare the
immediate effects of VR exposure and long lasting exposure.

A smaller sample set of users were also tested prior to the repeated tests as that was
their first exposure to VR. Their initial results have been marked as “Pre test”.
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3.1.2. Field of View

Keshavarz et al. [29] showed that a reduced FoV of 32 deg and a reduced visual display
angle both contributed to a better motion sickness score. This has also been backed by
Zielasko et al. [30] and Bala et al. [31], where their results indicated a FoV reduction had
a minor reducing effect on MS. All of the aforementioned sources only tested either very
limited FoV ranges or only a couple of selected FoV values.

We set up our experimental scenario with the same conditions, but with nine different
FoV settings. The FoV settings tested were {26, 30, 34, 44, 49, 54, 60, 63, 84} degrees. All
of the FoV tests were conducted by generating a flat plane in front of the user with a
transparent hole in the center with blurred edges; different FoVs were achieved by scaling
this plane. This ensured there were no additional distortions caused when the FoV was
changed for each of the tests.

Out of the 9 possible FoV settings, 3–4 were chosen at random for each participant.
As the nature of this application comprises a camera, a virtual camera and a HMD,

it is important to distinguish between three different types of FoV present in the system.
The FoV of the cameras that are projected into the system, the FoV of the virtual camera
that is fed into the VR HMD, and the inherent FoV of the headset. A visual representation
can be seen in Figure 1. The last link in this pipeline, the FoV of the headset, was the one
being measured. The changing the FoV of the virtual camera has already been thoroughly
researched [25,32]. In case of the simulated testing setup, the first camera in the pipeline is
a simulated camera. Apart from this difference, the two systems were designed to be as
similar as possible.

Figure 1. Images showing the 3 types of FoV present in the system. (a) is the FoV of the physical
camera, the image of which is projected inside a virtual sphere. (b) is the FoV of the virtual camera
inside the virtual sphere; this camera feed is directly sent to the VR HMD. (c) is the FoV inherent to
the VR HMD itself.

3.1.3. Blur

The prior literature has suggested that the blurring of the salient area for VR HMD
systems increases MS [33]. We wanted to verify the severity of this effect in comparison to
other MS-inducing factors as in-field VR equipment may be subjected to less-than-ideal
conditions and the lenses may become smudged or blurred as a result.

In order to verify the apparent effect of general blurring on a VR HMD, we set up
an experimental scenario where the VR camera had a blurring post-processing (PP) filter
applied to it. This PP effect did not visually impact the performance but as a precaution,
a secondary test was conducted as a control where the PP effect was still applied but with
the blur size being 0. Participants were randomly given one of the two effects to test out
and were then asked to test the second setting at a later date.

3.1.4. Vignette

Non-salient area blurring has been shown to reduce MS and test track performance [34].
Non-salient area blurring could not be applied directly to a real camera feed in this appli-
cation as the added complexity would greatly influence glass-to-glass latency. As such,
the effects were applied to the periphery of the VR view, causing what is known as a
vignette effect.
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An additional test was proposed and conducted after seeing the findings from blurred
and FoV tests. The idea was to test blur as a means of reducing FoV artificially while
maintaining some semblance of peripheral vision. For this, a new setup was created where
the periphery of the VR view was blurred to match the best-performing reduced FoV
values. The chosen FoV were 26 deg and 54 deg as they stood out in the raw FoV test data.
As this new rendering pipeline introduced additional input delay, new control tests were
conducted with the same size black vignettes as the blurred periphery.

For both black and blurred cases for each FoV setting, the same users were tested and
the first vignette method was chosen randomly for each user. Additionally, the users were
asked to name their preferred vignette for each FoV setting separately.

3.1.5. Distortion

The real use case system uses multiple camera inputs with varying optics to generate
the VR display. These cameras’ systems come with inherent but subtle image distortions.
The effect of these distortions on a VR camera feed are largely unknown and their influence
needs to be measured.

The simulation was set up so that each of the cameras capturing feed into the VR
view had subtle artificial distortion applied to each of them. The distortions that were
tested were common barrel and pincushion distortions as they are the most common and
well-known types in image processing applications. The distortion effects were slightly
over-exaggerated as compared to the in-field setup. Both distortions were applied at 6%
distortion strength in either direction. This was subtle enough to be barely perceivable
without directly comparing the two cases and stronger then the distortion observed in the
Vegvisir cameras.

The tests were conducted on the same people but they were randomly chosen to have
one of the distortions applied to them first and the second one on a later date. As these
distortions did not change the render pipeline and thus did not impact performance,
completely separate control tests were not needed.

3.1.6. Illumination

Comparing and stitching multiple camera feeds from outdoor conditions highlights
the issues with frame exposure and different white balance settings. This was very apparent
in field tests and the significance of it on the user had to be verified. Kala et al. [35] has
mentioned that decreased brightness on a camera feed has a reducing effect on MS but a
high variance on brightness between frames has not been deeply researched.

The simulation was set up to allow for automatic white balance along with different
camera illumination settings for each camera separately. The illumination variations
between the cameras were greatly over exaggerated as compared to in field setups as the
real setup is highly dependent on outside lighting and weather conditions. A secondary
control setup was also tested where only automatic white balance was enabled on the
simulated cameras. Users were randomly given either the manually exaggerated exposure
setting or the default automatic white balance setup. They were then later tested on the
second version on a later date.

3.2. In Field Setup

The test setup consisted of two separate systems. Namely, the Vegvisir system that
used real pass-through live feed cameras and a simulation setup that was deployed on an
HTC Vive with simulated camera feeds. A flowchart of how the system operates can be
seen in Figure 2. The former was only tested in the field and is referenced in this text as “in
field” setup. The latter was a stationary setup and is referenced as the “in simulation” setup.
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Figure 2. A flowchart of where the camera feed flows in the system based on the 3 components
mentioned in Figure 1. The physical (or virtual) cameras render their captured feed onto the virtual
sphere (b). A VR viewer in the virtual sphere (b) captures this feed and sends it to the physical
VR HMD in (c). In the in field setup, (a,c) are physical while (b) is virtual. In the simulated setup,
(a,b) are simulated while only (c) is physical.

In-field tests were conducted on different race tracks, but the test setup and evaluation
procedure was the same throughout the tests. The majority of in field tests were conducted
as 15 min runs as the longer tests were primarily used to confirm that the simulation and
in field systems behave similarly in terms of MS. A more thorough description of the test
lengths can be found in the results chapter. A rendering what was displayed for the user
can be seen in Figure 3.

Figure 3. A rendering of the VR dome for the Vegvisir in field setup.

For the majority of recorded tests, the test subject was seated at the passenger seat with
their view facing the direction of the vehicle. For four cases, the test subject was instead in
the drivers seat. Their recorded results were indistinguishable from the other test results.

3.3. VR Simulation Setup

As a proof of concept for the system, a VR simulation in Unity had been developed
beforehand. This simulation proved to be ideal for testing different MS-related effects in a
controlled environment.

The simulated setup was based around a VR scene of a small town and surrounding
fields. The materials of the assets, scene lighting and skybox were adjusted to appear more
natural. Most of the similarity was achieved using post-processing effects like depth of
field, color balance, bloom, film grain, and others on each of the virtual cameras to replicate
the camera feed from the real-life counterpart. Post -rocessing was also used separately on
the VR headset camera to replicate the conditions of the Vegvisir system, but these were
minor and primarily focused on adjusting bloom and the FoV of the headset.

The VR HMD for the simulation was the HTC Vive Pro Eye instead of the Vegvisir
HMD used in the real-life setup. This choice was made as the Vive had a larger viewing
angle, allowing tests to exceed the technical specifications of the original Vegvisir system.
The simulation was improved based on field test data to achieve as close to real life visual
clarity as the final system. The view from the Vive headset was also adjusted in simulation
with a blocking vignette to fully mimic the viewing angle of the Vegvisir HMD. The in-
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simulation camera was adjusted with post-processing effects to adjust the color balance,
depth of field, bloom, and grain to mimic the real-life counterpart. A sample of focal depth
for the simulated system as well as the real-life counterpart can be seen in Figure 4.

During the tests, the subjects remained seated and they were allowed to move the
vehicle using keyboard inputs.

Hardware

For the simulation setup, a HTC Vive Pro was used with a computer comprising of an
Nvidia RTX 3060 GPU and an AMD Ryzen 5 5600X CPU. This allowed the simulated setup
to closely mimic the real life setup in terms of visual fidelity and motion-to-photo latency.
The reported viewing angle for the Vive headset is 107 deg horizontally and the manually
recorded FoV was 81 deg.

The Vive HMD and Vegvisir HMD were both manually measured to have a very
similar motion-to-photo latency in default conditions. With the blurred vignette setup,
the Vive was tested to have a 60 ms higher latency, so all comparison tests with the black
vignette were redone on the slower setting.

Figure 4. Images showing a comparison between the simulation (A,C), and a photo taken with the
physical camera (B,D), the pairs (A,B) as well as the pair (C,D) were both taken at roughly the same
distances. The center 4 images are the calibration markers from the corresponding images at different
distances to calibrate the virtual focal length.

4. Participants

The simulation-side experiment involved 25 individuals. Due to the substantial length
of each test and repeated testing on the same individuals to obtain comparable results, it was
decided that the small sample size was acceptable. The sample size was also limited due to
the specialized nature of tests, which are both time-intensive and physically demanding for
participants. Considering the potential discomfort and the need for close monitoring of
each participant’s well-being, limiting the number of individuals involved was important.
The subjects were thirteen females and twelve males—all students and employees of the
University of Tartu. The ages of the participants ranged from seventeen to twenty-eight,
with no significant prior VR experience. This particular study group was selected because
individuals within this age category are the most frequent users of VR. Participants tried
different VR parameters and had different numbers of test sessions.

The in-field tests were conducted on 26 test subjects, of which 10 were university
students. The participants consisted of three females and twelve males, and the overall
distribution was nine females and seventeen males including the university students.
The ages of the in-field subjects ranged from 19 to over 60 years. Most of the longer in-field
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tests were conducted on the overlapping simulation participants, as this made it easier to
compare the results of the two systems.

Among the participants, 16 participated in only a single test, 11 of these came from
the field tests. The rest of the participants participated, on average, in 5.5 tests. All
participant were informed ahead of time about the nature of the experiment and the
potential discomfort caused by VR-induced motion sickness. Participants were also allowed
to stop the test at any time if they experienced discomfort.

5. Results
5.1. SSQ Normalization Using MSQ

Motion sickness is a variable and often perplexing phenomenon in VR experiences.
The individual susceptibility to VR-induced motion sickness can greatly differ among users.
The literature has pointed toward a potential solution—a weak correlation between pre-test
MSQ scores and subsequent SSQ scores [17]. This revelation opens the possibility of using
MSQ scores to normalize SSQ values and establish a more uniform measure of motion
sickness severity.

To delve into this correlation, our study initially compiled a wide spectrum of SSQ
data, reflecting the diverse reactions people exhibit. Employing linear regression on each
participant’s SSQ scores, we quantified the spread of the generated lines to derive a baseline
score. To bridge the MSQ-SSQ relationship, a series of scaling functions were introduced as
F(x, m, s). Here, x signified the raw SSQ input to be scaled, m denoted the corresponding
MSQ score for that specific participant, and s was a parameter introduced to optimize the
function. Manipulating the s variable and the fundamental function F(x, m, s) led to the
identification of the best fit.

The most effective function, derived from this analysis of the raw data, can be ex-
pressed as: F(x, m, s) = x/(1 + m · s).

The best s value on all of the data was found to be 1.50, but this varied slightly as newer
tests were recorded. Sample best fitting lines can be seen in Figure 5. The first plot depicts
the error of the application of the function F(x, m, s) on all recorded data over varying
values of s. The x-axis depicts varying values of s and the y-axis depicts the standard
deviation for the data at each time step after scaling. The four lines on the plot show where
the smallest standard deviation was present for 5, 10, 15, and 60 min after scaling.

Figure 5. The function parameter s for SSQ normalization using MSQ.



Appl. Sci. 2024, 14, 2231 10 of 23

This was a form of focused fitting where the standard deviation of values near the X
amount of minutes was used as the fitting error with a varying MSQ coefficient. Each of the
lines represents all user data scaled by different MSQ coefficient values (x-axis) and then
linearly interpolated to obtain the value at X minutes; all of these values were aggregated
and the standard deviation was used as the fit error (y-axis). The values 5, 10, and 15 were
chosen as they were the most frequent SSQ sample point values in the dataset and thus the
most reliable. The 60 min represents our main target duration but is mostly interpolated.

The function F(x, m, s) was generated in a similar manner. Several functions including
linear, polynomial, exponential, and combinations of these were tested. The proposed
function of F(x, m, s) = x/(1 + m · s) outperformed the the rest as more complex functions
tended to over-fit on a specific time range very quickly and changed drastically when new
test results were added for evaluation.

In the context of long-term tests, a distinct pattern emerged. Figure 6 only contains
recorded data that exceeded 15 min in test time as this subset proved to be more stable for
SSQ curve prediction.

Figure 6. The function parameter s for SSQ normalization using MSQ but only calibrated on experi-
ments that lasted over 15 min.

Fluctuations in the best fit suggested an insufficiency of data, hinting at the challenges
of conducting longer-duration tests. Here, the coefficient value ranged from 3.45 to 5.40,
with coefficients exceeding 1.00 yielding more stable MSQ scaling results compared to
those based on data from all experiment durations. This phenomenon can be attributed to
the dominance of 15 min samples, which seemingly lacked sufficient time to allow motion
sickness effects to stabilize.

The best s value on the long data was 4.95. Both the initial 1.50 and 4.95 were tested
for data normalization and the value 4.95 was found to have a smaller standard deviation
on the unaltered data set compared to 1.50. As such, the coefficient of 4.95 was used for
MSQ scaling, but this remains to be fully explored.

Exponential and logarithmic functions were also explored but a linear function yielded
the most consistent results when the data set was updated. This inconsistency of the loga-
rithmic function was due to the sporadic nature of the SSQ results, causing the function to
often fail completely and default to a 0 slope line when there were not enough user samples.

This scaling mechanism was subsequently applied to all SSQ evaluations, thereby
creating a theoretically more comparable set of raw values. However, the practical ap-
plication of MSQ-scaled results proved to be nuanced. While this approach successfully
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compensated for some outliers, it encountered limitations in cases where subjects either
overestimated their susceptibility to motion sickness or lacked prior experience. Neverthe-
less, the application of MSQ scaling has been included in later analysis as it better addresses
outliers who have either very low or very high inherent susceptibility to MS.

To account for inter-individual MSQ variations, a secondary scaling based on the
median MSQ was introduced. Using the observed scaling coefficient of 4.95 and targeting a
median MSQ value of 5.0, this approach aimed to highlight users who, despite their antici-
pated low susceptibility, displayed unexpectedly high SSQ scores. Additionally, it aimed to
align users with inherently high MSQ scores, expecting them to exhibit correspondingly
elevated SSQ scores.

5.2. SSQ Change over Time

Understanding the dynamics of motion sickness and its thresholds is critical for
ensuring a comfortable and immersive virtual reality experience. In this section, we delve
into the results of long-term tests, focusing on the change of the SSQ scores over time and
the establishment of motion sickness thresholds.

The outcomes of extensive long-term tests provide us with valuable insights into the
trajectory of SSQ changes over extended durations and the convergence of these changes.
By analyzing the baseline curve of SSQ change over time, we gain an overall perspective of
how SSQ scores tend to increase over prolonged periods until they level off. This baseline
curve, in conjunction with the level-off period and its corresponding value, serves as
a means to assess the disparity between simulation and field tests. The adaptation of
simulation test results onto field tests is facilitated through this comparative approach.

Across the spectrum of tests, encompassing both field tests and simulated experiments,
a notable motion sickness threshold emerges. Approximately at an SSQ score of 75–80,
users exhibit signs of motion sickness-related effects. Beyond this threshold, impairing
symptoms become prominent. The upper limit of SSQ scores that users can tolerate before
discontinuation lies within the range of 100–120 SSQ score. The lower bounds of these lines
have been visualized in Figure 7.

Figure 7. Logarithmic, polynomial, exponential curvature and linear regression lines on the gathered
SSQ data. The top plot contains the raw measurements, the bottom two are MSQ scaled with
MSQ being set to 0 and 5.0, the median in the data set. The green dotted line denotes the first
impairment line and the red dotted line denotes the approximate upper limit. The magenta dots are
raw measurement samples. This figure and all following figures have time in minutes as the x-axis.
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Visualizing these thresholds, a plotted representation includes user data recorded for
durations exceeding 15 min. Instances where users crossed the green dotted threshold
line of 75 SSQ score reported symptoms causing impairment. Crossing the more critical
red dotted line of 100 SSQ score led users to a point where they were unable to continue.
The data encompasses general trends, though it should be noted that two anomalous
edge cases were excluded due to their rapid and severe SSQ score increase. These cases
were attributed to erroneous tests, showcasing SSQ scores surpassing 100, and resultant
impairment. In both cases, the test setup experienced frame-rate drop unrelated to the
experiment, causing a rapid increase in SSQ scores.

When searching for the best fitting function for the given dataset, linear regression
was first applied. This fit the dataset quite well while the experiments lasted up to 15 min.
The root-mean-square deviation (RMSE) for linear regression on all of the data was 27.4,
while for the MSQ-scaled results, RMSE was 24.5.

Once longer tests were conducted, it became apparent the SSQ results tended to level
off at around 30 to 40 min. The RMSE for a logarithmic curve on all of the data was 23.9 and
for the MSQ-scaled results RMSE was 20.1. Both a polynomial as well as an exponential
fit were also tested during this time. While the exponential fit had a slightly worse RMSE
(24.1 and 20.2), the polynomial fit had a better RMSE (23.5 and 19.8) than the logarithmic
function. Manually reviewing the fit, it was apparent the low overall scores of the longest
tests greatly impacted the polynomial fit, causing it to slope downwards after the 45 min
mark. As this sort of a reduction in MS was not observed on individual test subjects,
only on the data as a whole, the fit was discarded as being caused by a lower number of
>45 min tests.

For fitting, 61 separate test results were used, which translated into 244 data points
with a mean of 24.8 min and Standard Deviation of 18.3 min.

Similar RMSE MSQ scaling patterns were found when only fitting for experiments
where the tests lasted longer than 15 min. The >15 min subset contained 27 tests with
125 points with a mean of 38.4 min and Standard Deviation of 19.5 min.

5.3. Comparison of Field Test and Simulation Test Results

Field tests, conducted on race tracks and off-road tracks, mirrored the simulation’s
predicted curve for the most part. These prediction curves can be observed in Figure 8 as
well as the averaged user scores in Figure 9.

Figure 8. Logarithmic curvature prediction of the SSQ results comparing the in field test to the
simulation. The red SSQ line, marked with a ∗, is from a similar experiment by Benz et al. [20].
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Figure 9. Mean SSQ results comparing the in field test to the simulation. The red SSQ line, marked
with a ∗, is from a similar experiment by Benz et al. [20].

In total, 26 control tests were conducted on the unmodified simulated setup. The aver-
age duration of the tests was 25.68 min with a standard deviation of 13.03 min. Additionally,
26 in-field tests were conducted on the Vegvisir system. The average duration of the tests
was 31.52 min with a standard deviation of 24.5 min. The unmodified simulation setup test
results were used as the control value for most of the experimental setups. The blurred
vignette did not use these data as the control baseline.

Visually inspecting the results, it is apparent that the raw field test outcomes induce
marginally more nausea than the simulated tests. When accounting for MSQ scores,
the simulated tests and the field tests were much more similar. The numeric results indicate
that the simulator appears to perform poorly in the 20 to 30 min range, but manages to
level out at around 40 min. This was backed by post-experiment interviews as users got
used to the system and some of their SSQ symptoms were only temporarily heightened.

In the case of in field tests, the SSQ values did not follow a similar spiked pattern at
20 min but tended to be more gradual, especially when normalized by MSQ. These findings
can be contextualized against the reference line, which represents aggregated data from
all unaltered tests. As an additional reference, the results from a similar experiment by
Benz et al. [20], where the SSQ at 50 min was measured, have also been added in red.

Participant feedback from the field tests provides further context. Participants univer-
sally reported an improved experience and greater usability of the system after 10–20 min.

All test subjects themselves preferred the field test version to the simulated version in
terms of MS. Verbal responses from test subjects have indicated that the heightened realism
and detailed view from the camera were prominent factors contributing to this preference.
This was also visible when comparing the MS values for the subjects with the highest MSQ
values, as they did not feel they crossed the previously noted MS thresholds, even if the
SSQ scores indicated otherwise. This could be attributed to the subjectivity of the SSQ tests.

However, it is crucial to acknowledge certain limitations. The feedback indicates
concerns related to eye strain and the weight of the VR system on the face. These factors
were less prominent in the simulated setup.

The field test setup HMD has a wide focus adjustment range and improper adjustment
might have been the primary cause of the eye strain, as most subjects opted not to adjust the
focus. The second factor that may have had an effect on eye strain is improper fixation of
the headset. If the headset is not properly fixed to the head, the movement and vibrations
of the vehicle may move the HMD and cause the user to lose focus. These were known
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factors, but hard to account for as it requires more experience on the users part to know
how to best adjust the headset to fit their needs.

This section offers a comprehensive exploration of SSQ changes over time and the
establishment of motion sickness thresholds in VR environments. The findings underscore
the significance of adapting tests to real-world conditions for a more accurate assessment of
motion sickness responses. Further investigation into anomalies, user feedback, and system
ergonomics remains imperative for enhancing the VR experience and ensuring user comfort.

To facilitate better statistical comparisons between the real-world and simulated data,
a series of analytical techniques were applied. ANCOVA was employed to ascertain
whether a significant difference exists between the field and simulation data sets. Finally, T-
tests were conducted to compare individual data slopes, thereby determining the similarity
between the two sets of slopes. Both of these tests were used to quantitatively compare the
two datasets and if they could be labeled similar regardless of the visual similarity.

The ANCOVA analysis yields a p-value of 0.000112, indicating that the datasets are
significantly different. A p-value below 0.05 suggests divergence between the datasets.
This divergence may be attributed to a higher percentage of people with high MSQ scores
present in the simulation dataset.

Examining the T-test coefficient, a value of −0.39 indicates a negative correlation in
slopes, with a p-value of 0.698. This difference in slopes, while notable, is again likely
influenced by chance and is thus insignificant.

5.4. Comparison of Long Field and Simulation Test Results

In the pursuit of a comprehensive evaluation of VR motion sickness, it becomes
essential to analyze the results of both field tests and unaltered simulation tests. To counter-
balance potential biases introduced by an abundance of short-duration tests, a secondary
comparison was conducted between field and simulation tests exclusively comprising
samples surpassing the 15 min threshold. Both curves can be observed in Figure 10 and in
Figure 11, where the scores are averaged.

Figure 10. Logarithmic curvature prediction of the SSQ results comparing the in field test to the
simulation. Only tests lasting longer than 15 min were included. The red SSQ line, marked with a ∗,
is from a similar experiment by Benz et al. [20].
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When only comparing the longer experiments, the results become more stable. Unfor-
tunately, with the MSQ-scaled results, the logarithmic prediction for simulated results failed
to find a good enough approximation. To compensate for this, a simple linear regression
line was plotted instead.

Figure 11. Mean SSQ results comparing the in-field test to the simulation. Only tests lasting longer
than 15 min were included. The red SSQ line, marked with a ∗, is from a similar experiment by
Benz et al. [20].

Verbal responses by participants mentioned how the in-field setup caused less appar-
ent nausea and was more enjoyable than the simulated setup. The numeric SSQ results
for the long field tests were influenced by hot weather during the tests, causing higher
reported sweating levels for the SSQ tests than on any previous experiment.

The simulated results and in-field results were also compared using ANCOVA to
indicate the presence of a difference between the two data sets and T-test to compare the
similarity of the slopes of the two data sets.

The ANCOVA analysis indicates a non-significant difference between the two data
sets, with a p-value of 0.1127.

The T-test coefficient, registering at −2.13, denotes a pronounced reversed difference
in slopes, with a p-value of 0.06. Due to the high p values in all of the tests, it unfortunately
impossible to state that the field and simulated data sets are statistically similar to one
another. As such, all of the results obtained on the altered setup experiments cannot be
directly compared to the field test results.

5.5. Adaptation

The results of our repeated tests confirm the common understanding that states that
people get used to VR over multiple exposure sessions. A total of 26 tests were conducted
using the repeat experiment. Each of the three test cases had eight users evaluated, with
two extra accounting for the pre-tests. All of these tests were exactly 15 min long.

In our case it was very visible that the users tested were more comfortable during the
second round, as seen in Figure 12. Their motion sickness score was reduced. The test also
includes the results of two people who were very strongly susceptible and had a single
test conducted two weeks prior to the first test. In their case the difference between the
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pre-test and the later tests was much more significant. The impact of continuous exposure
is especially visible when comparing the overall SSQ mean of the test, as seen in Table 1.

Figure 12. Mean SSQ results for the repeated tests. The pre-test was conducted on users who had no
prior experience in VR. The 1st and 2nd tests were 1 h 15 min apart. The 2nd and 3rd tests were more
than a week apart.

Table 1. Mean and standard deviation of all recorded SSQ values for unaltered simulator and real
life experiments. The field vs. sim tests consisted of 52 samples and the adaptation test consisted of
26 samples.

Test Type Subtype RAW Mean RAW Std MSQ Mean MSQ Std

Field vs. Sim field 23.19 28.26 21.04 21.02
Field vs. Sim sim 23.3 29.53 22.3 34.39

Field vs. Sim > 15 min field 30.06 30.97 25.27 21.54
Field vs. Sim > 15 min sim 31.58 37.6 39.4 55.83

Adaptation pre 51.52 46.9 34.21 34.68
Adaptation 1st 20.8 23.39 17.06 18.97
Adaptation 2nd 17.77 27.75 14.06 21.59
Adaptation 3rd 15.19 17.37 10.72 12.17

This suggests that first training with a VR device will improve how long a user can
withstand using it before becoming uncomfortable or impaired due to motion sickness-
related effects. The findings also suggest that the effects of such an exposure will linger for
an extended period of time. Based on these findings, first-time VR users will experience
significantly worse motion sickness effects than repeat users, indicating that first-time VR
users are not a good indicator for how MS-inducing a VR device is.

During our repeated tests, we also noticed short lasting after-effects on users as
mentioned by Bles et al. [36]. This was only applicable for people with high MSQ scores
during the second round of tests as they had not managed to fully recover before the second
experiment. During the second round of adaptation tests and past experience with testing,
we have noticed that it takes users between 30 min to 1 h to fully recover from any effects
caused by VR. This appeared to depend mostly on the individual users’ MS susceptibility.
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The third experiment was conducted with a 1-week- to 10-day-long wait period and thus is
not influenced by after-effects.

5.6. Field of View

In total, 49 tests were conducted using varying FoV settings. As the subjects were
randomly assigned their test FoVs, the number of samples in each category was not equal.
All of these tests were exactly 15 min long.

The FoV experiment scores were scaled by MSQ and can be seen in Figure 13. The SSQ
scores were also scaled by individual users to remove the effect of random chance causing
more susceptible users to be given the same FoV setting.

Figure 13. The top figure shows the raw results for each tested FoV setting and the bottom one is
individually scaled for each users results.

With the data scaled by users, the results suggest there is a minor local minimum of
motion sickness at 49/54 deg and two very significant local minima at 26 deg and 84 deg.
The very low FoV performing well is explained by very susceptible users who tended to
prefer lower FoV settings in general. This coincides with the findings of Teixeira et al. [37]
where FoV reduction on MS susceptible people had a very significant impact on MS
reduction. The 84 deg FoV generating a significant minimum is currently unexplained and
can only be explained by a lack of data. The primary local minima being between 49 and
54 deg is also similar to the findings of Kala et al. [35], where lower FoV values down to
60 deg were suggested and values below 45 deg proved to be hampering.

The raw SSQ values, shown in Table 2, indicate very similar results but with a larger
preference for 49 and 84 deg FoV values than the MSQ-scaled or user-scaled versions.

5.7. Blur

For the blur test, 19 tests were conducted: 10 of these accounted for the actual blurred
setup and 9 were separate control conditions. All of the test lengths were 15 min.

The raw SSQ results in Figure 14 indicate that there is no distinguishable impact
caused by blur on MS. Scaling the results by MSQ, shows the blurring effect impacted MS
negatively. This was backed by user feedback and the results are even more extreme for
people with already high MSQ scores.

This indicates that there is a minor impact on the users’ motion sickness if their vision
is even slightly blurred in the middle of their view.
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Table 2. Mean and standard deviation of all recorded SSQ values for HMD-based changes. The FoV
tests consisted of 49 samples, blur consisted of 10 + 9 control samples and the vignette test consisted
of 16 samples.

Test Type Subtype RAW Mean RAW Std MSQ Mean MSQ Std

FoV test 26 deg 28.98 37.09 15.15 12.79
FoV test 30 deg 20.69 17.96 19.8 27.74
FoV test 34 deg 26.92 32.55 38.59 67.62
FoV test 44 deg 22.17 24.63 18.58 19.78
FoV test 49 deg 19.87 24.48 18.81 21.94
FoV test 54 deg 22.6 26.35 15.17 17.98
FoV test 60 deg 32.49 36.74 43.25 78.98
FoV test 63 deg 20.41 24.69 14.65 17.57
FoV test 84 deg 11.53 16.65 8.98 13.02

Blur control 20.67 26.8 17.31 22.11
Blur blur 20.94 24.42 23.76 42.34

Vignette black 26 deg 45.35 39.78 - -
Vignette black 54 deg 31.42 31.59 - -
Vignette blur 26 deg 46.75 50.47 - -
Vignette blur 54 deg 58.09 41.6 - -

Please note, this test only evaluated blur in the center of vision and not the periphery
which has shown to have different results. This means that the HMD screen has to be
properly calibrated for each user, any and all blur will have an impact on the user’s ability
to use the system for extended periods of time. Secondly this also means the lenses of
the headset must be kept clean, as smudges and fingerprints are likely in an in-field
VR application.

Figure 14. Mean SSQ results for the blur test. Both the new control and general reference line have
been included.

5.8. Vignette

For the vignette test, 16 tests were conducted. All of these tests lasted 15 min.
The SSQ scores in Figure 15 indicate that the 54 deg black vignette appeared to perform

the best, with the other black vignette and 26 deg blurred periphery following close behind.
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Verbally, all participants who tested both setups also indicated their preference to the black
vignette over the blurred version.

Figure 15. Mean SSQ test results on the top figure and the individually scaled results for each user on
the bottom.

5.9. Distortion

With the distortion setup, 14 tests were conducted. All of these tests were exactly
15 min long.

Based on the conducted tests shown in Figure 16, the pincushion effect had more of
an effect than the barrel distortion. Neither of the tested effects exhibited very noticeable
effects on the test subjects when questioned after the tests. This suggests that if there are
distortions present, they do not have to be corrected very precisely in order to preserve
computational complexity.

Figure 16. Mean SSQ results for barrel and pincushion distortion effects on the camera feeds.
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5.10. Illumination

The illumination test was conducted eight times with four additional control tests with
overlapping subjects. The new control tests were conducted to see if a small change in the
lighting system had a noticeable impact on our setup but no differences were observed. All
of these tests were exactly 15 min long and the control tests had a mean length of 18.75 min
with a standard deviation of 2.5 min.

From the tests we conducted, there seems to be a very minor difference between users
being exposed to cameras with varying illumination settings and uniformly illuminated
cameras. The recorded SSQ scores indicate that illumination variance may have a subtle
effect on MS when compared to the control setting. Verbal responses indicated a lack of a
visible difference or affirmed the findings of Kala et al. [35] that increased illumination and
overexposure increase the effects of MS. The findings of the illumination experiment can be
seen in Figure 17 and in the Table 3.

In practice the users tend to focus on a single camera view and rarely view the
overlapping area between two cameras. This, along with the users preferring zoomed in
view of the sphere, tends to reduce the impact of variance between the different camera
feeds. The same user preference was observed with the camera distortion tests where the
main impact was near the area where two camera feeds were stitched together.

Figure 17. Mean SSQ results for exaggerated over- and under-exposure conditions compared against
a control where only automatic white balance was used.

Table 3. Mean and standard deviation of all recorded SSQ values for camera-based distortions.
The camera distortion tests consisted of 14 samples and the illumination test consisted of 8 samples
with 4 additional control samples.

Test Type Subtype RAW Mean RAW Std MSQ Mean MSQ Std

Camera distortion barrel 6.9 8.42 7.87 13.37
Camera distortion pincushion 8.42 10.54 8.4 13.16

Camera illumination control 15.9 20.03 13.94 16.78
Camera illumination illum 20.94 24.42 23.76 42.34
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6. Additional Findings

Sakai et al. [38] has mentioned in their findings that a user’s sense of speed is greatly in-
fluenced by the FoV of the headset. There are also contradictory findings by Perrin et al. [39],
where users were able to very accurately estimate their speed in VR.

In our case, users participating in the field tests did encounter the influence of FoV
when estimating the speed of the vehicle. A larger FoV caused users to underestimate the
actual speed while a lower FoV caused them to overestimate it. The difference was minor
compared to Sakai et al. but this was likely affected by other cues like the engine sounds,
familiarity to the vehicle and car vibrations that helped the user better estimate their speed.

7. Conclusions

This research was aimed at improving the user experience of a mixed-reality situa-
tional awareness system. The results of this study can be applicable for VR applications
that display a live pass through camera feed for the user, but, as this research was primarily
conducted on a particular system, they cannot be generalized for general-purpose VR sys-
tems. Additionally, it should be noted that the simulation results were primarily conducted
on 17–28 years old participants. Field test results and their comparisons were conducted
on a larger age range.

In order to quantify the effect different changes made to the system, the Simulator
Sickness Questionnaire was used as a primary metric with user feedback confirming the
results. As SSQ is both a subjective metric and is very dependent on a user’s inherent
motion sickness susceptibility, the Motion Sickness Susceptibility Questionnaire was used
to normalize the results.

Our findings indicate that MSQ values can be used on SSQ recordings in order to
normalize the results across users with varying inherent motion sickness susceptibility.

We have also found that a user’s motion sickness level increases rapidly in the first
10–20 min of contact with VR and levels out at around 40–50 min. This pattern was best
described and approximated with a logarithmic curve.

We observed two motion sickness thresholds. Crossing the first was observed to be
detrimental to usability and the second one rendered the user unable to continue. In terms
of SSQ scores, these values were found to be at around 75–80 and 100–120, respectively.
The specific threshold value varied by user due to the subjective nature of SSQ.

Repeated exposure proved to have a positive impact on motion sickness, even when
the time between different VR sessions was less than the general recovery time.

Our tests concluded that a preferable VR setup for an MRSAS application has a FoV
between 49–54 deg with a black periphery. Any blurring on the screen or even on the
periphery did not have a positive effect on MS.

Camera-based effects on performance caused by lens distortion or automatic white
balance were shown to be negligible, as the primary impact of the effects was concentrated
on the overlapping or stitched edges of different camera feeds.
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