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Abstract: Evolutionary multi-objective clustering (EMOC) algorithms have gained popularity re-
cently, as they can obtain a set of clustering solutions in a single run by optimizing multiple objectives.
Particularly, in one type of EMOC algorithm, the number of clusters k is taken as one of the multiple
objectives to obtain a set of clustering solutions with different k. However, the numbers of clusters k
and other objectives are not always in conflict, so it is impossible to obtain the clustering solutions
with all different k in a single run. Therefore, evolutionary multi-objective k-clustering (EMO-KC) has
recently been proposed to ensure this conflict. However, EMO-KC could not obtain good clustering
accuracy on high-dimensional datasets. Moreover, EMO-KC’s validity is not ensured as one of its
objectives (SSDexp, which is transformed from the sum of squared distances (SSD)) could not be
effectively optimized and it could not avoid invalid solutions in its initialization. In this paper, an
improved evolutionary multi-objective clustering algorithm based on autoencoder (AE-IEMOKC) is
proposed to improve the accuracy and ensure the validity of EMO-KC. The proposed AE-IEMOKC
is established by combining an autoencoder with an improved version of EMO-KC (IEMO-KC) for
better accuracy, where IEMO-KC is improved based on EMO-KC by proposing a scaling factor to
help effectively optimize the objective of SSDexp and introducing a valid initialization to avoid the
invalid solutions. Experimental results on several datasets demonstrate the accuracy and validity
of AE-IEMOKC. The results of this paper may provide some useful information for other EMOC
algorithms to improve accuracy and convergence.

Keywords: multi-objective clustering; autoencoder; deep learning; high-dimensional datasets

1. Introduction

Clustering is one of the most important tasks in data mining and machine learning,
which is commonly used in pattern analysis, customer segmentation, image segmentation,
and other fields [1]. The purpose of clustering is to divide a dataset into different clusters, to
better understand the characteristics of the dataset, discover hidden rules and relationships
among data points within each cluster, and carry out subsequent analysis and decisions.
For traditional clustering algorithms, the number of clusters k needs to be determined in
advance, which would have a significant impact on the final clustering performance [1–3].
However, it would be difficult to select an appropriate k without prior knowledge of the
dataset. A common approach is to select the optimal k based on the clustering results
through an enumeration method. This approach is simple to implement but requires
multiple runs, which is obviously deficient especially when the size of the dataset or the
range of k is large.

For this issue, evolutionary multi-objective clustering (EMOC) algorithms have gained
popularity, as they can obtain a set of clustering solutions in a single run by optimizing
multiple objectives [2–6]. Particularly, for one type of EMOC algorithm, the number of
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clusters k is taken as one of the multiple objectives to obtain a set of clustering solutions
with different k. However, the numbers of clusters k and other objectives are not always in
conflict, so clustering solutions with all different k cannot be obtained in a single run [6]. In
this case, evolutionary multi-objective k-clustering (EMO-KC) has been proposed recently,
which has an effective bi-objective model to ensure this conflict [7]. In this model, the
number of clusters k and SSDexp (see Equation (5)), which is transformed from the sum of
squared distances (SSD), are taken as two objectives to ensure the conflict. The advantages
of EMO-KC have been demonstrated in CCDG-K [8].

However, there are still several limitations of EMO-KC in its accuracy and validity.
EMO-KC usually has a large number of decision variables, which increases with the
dimensionality of the datasets, resulting in a large search space [9]. It is difficult for EMO-
KC to converge to the global optimal solutions in such a large search space. As a result, the
clustering accuracy of EMO-KC on high-dimensional datasets is limited. Furthermore, one
of the two objectives of EMO-KC, SSDexp, could not be effectively optimized. If SSD is large,
the first term of SSDexp (see Equation (5)), 1− exp−1·SSD, would be approximately equal to
1, and the second term of SSDexp, −k, would dominate SSDexp. Thus, different clustering
solutions with the same k in the population will obtain almost the same SSDexp, making it
difficult to optimize the objective of SSDexp. As a result, EMO-KC’s validity is limited. In
addition, the treatment of invalid solutions is not considered in the initialization process
of EMO-KC. Points in the search space are randomly selected as the cluster centroids and
encoded into the chromosomes representing the clustering solutions in EMO-KC. Thus,
there may be some invalid clusters without any data points in the clustering solution for a
certain k, making the solution unrealistic as its number of valid clusters is less than k. As a
result, it is not ensured to obtain the clustering solutions with all different k, which also
limits the validity of EMO-KC.

Previous studies [8–13] have focused on the above issues of EMO-KC. A reduced-
length chromosome encoding method was used to reduce the number of decision variables
in [9], which was also commonly used in earlier studies to improve the clustering accuracy,
especially on high-dimensional datasets [10–12]. The number of features representing the
dimensionality of the datasets was taken as an optimizing objective in [13] to reduce the
number of decision variables. However, the dimension reduction of the input datasets
has rarely been considered. For this issue, autoencoder as a data dimension reduction
method based on deep learning has gained popularity in clustering and helps to obtain
good clustering accuracy especially on high-dimensional datasets [14–20]. It can maintain
the nonlinear feature of the datasets while reducing the dimensionality. Song et al. [14] used
the autoencoder to reduce the dimensionality of the datasets by mapping the datasets to the
low-dimensional embedding layer of the autoencoder as the feature representation. Then,
the feature representation was clustered by k-means, which could significantly improve
the accuracy of clustering. The following studies have focused on the expressions of the
autoencoder’s loss functions and the clustering algorithms used [15–20]. Thus, EMO-KC
as a clustering algorithm is expected to obtain better clustering accuracy when combined
with the autoencoder. However, the combination of EMO-KC and the autoencoder has
not been proposed in related studies. Furthermore, Zhu et al. [9] analyzed the invalidity
of EMO-KC, i.e., the objective of SSDexp could not be effectively optimized. However, no
measures were taken to address this issue in their study and other relevant studies. In
addition, to reduce the influence of the invalid clusters, a constrained decomposition based
on grids (CDG) was introduced into CCDG-K [8] to divide the clustering task into multiple
subtasks, each of which focused on optimizing the single objective of SSDexp. This ensured
that clustering solutions could be obtained for all different k. However, the treatment of the
invalid solutions was still not considered in CCDG-K. Actually, an effective approach to
avoid the invalid solutions is to select data points as the cluster centroids and encode them
into the chromosome during the initialization process (called valid initialization for short)
as in GKA [21] and MOKGA [22]. However, valid initialization has not been considered in
EMO-KC yet.
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In this paper, an improved evolutionary multi-objective clustering algorithm based on
autoencoder (AE-IEMOKC) is proposed to improve the accuracy and ensure the validity of
EMO-KC. The proposed AE-IEMOKC is established by combining an autoencoder with an
improved version of EMO-KC (IEMO-KC) for better accuracy, where IEMO-KC is improved
based on EMO-KC by proposing a scaling factor to help effectively optimize the objective
of SSDexp and introducing valid initialization to avoid the invalid solutions. The accuracy
and validity of AE-IEMOKC are demonstrated on several datasets. The results of this paper
may provide some useful information for other EMOC algorithms to improve accuracy
and convergence.

2. Proposed Algorithm

Figure 1 shows the architecture of the proposed AE-IEMOKC, which is established by
combining an autoencoder with IEMO-KC. First, the original dataset X is mapped to the
low-dimensional embedding layer as the feature representation H of X by the encoder of
the autoencoder. Then, H is transformed as the reconstructed data X′ by the decoder of the
autoencoder. This process is repeated iteratively to minimize the loss (see Equation (4)).
Then, the final H obtained from the embedding layer is divided into different clusters by
IEMO-KC. The clusters are constantly adjusted during the continuous iterations of IEMO-
KC to minimize the two objectives f 1 and f 2 (see Equation (5)) for better clustering solutions.
A set of optimal non-dominated clustering solutions with different k (Pareto front) can
be obtained after the number of generations (gen) reaches the maximum (maxgen). The
following subsections provide a detailed introduction to the autoencoder and IEMO-KC.
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2.1. Autoencoder (AE)

Autoencoder is the part of AE-IEMOKC responsible for dimension reduction of the
input datasets. It is a neural network based on deep learning and consists of an encoder
and a decoder. The eight-layer neural network shown in Figure 1 is taken as an example.
The encoder focuses on mapping the original dataset X to the low-dimensional embedding
layer as the feature representation H of X through three hidden layer and one linear layer
sequentially, which can be defined as a transformation:

H = f (X) = WT
4 φ
(

WT
3 φ
(

WT
2 φ
(

WT
1 X
)))

(1)
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where φ(·) is a ReLU activation function [23] and φ(·) = max(0, X); W1, W2, W3, and W4
are the weights of the encoder network. For simplicity, the bias term bi for each layer in the
formulation is dropped. The decoder focuses on transforming H to the reconstructed data
X′ through three hidden layers and one linear layer sequentially, which can also be defined
as a transformation:

X′ = g(H) = WT
8 φ
(

WT
7 φ
(

WT
6 φ
(

WT
5 H
)))

(2)

where W5, W6, W7, and W8 are the wights of the decoder network. The autoencoder is able
to learn the nonlinear feature of X by minimizing the reconstruction loss Lrec(X):

Lrec(X) =
1
m

m

∑
i=1

∥∥Xi − X′ i
∥∥2 (3)

where m is the amount of the original dataset X. However, minimizing the reconstruction
loss Lrec(X) contributes little to clustering [14]. Thus, a clustering loss Lcl(H) is consid-
ered together with the reconstruction loss Lrec(X), and the whole loss L(X, H) is defined
as follows:

L(X, H) = Lrec(X) + λLcl(H)

where Lcl(H) =

(
10

m·d∗
k∗

∑
r=1

∑
Hi∈Cr

‖Hi −mr‖2

)2

mr =
(

m1
r , m2

r , . . . , md∗
r

) (4)

where λ ≥ 0 is a parameter to balance the reconstruction loss and the clustering loss, k*
is the actual number of clusters of X, d* is the dimensionality of the embedding layer,
mr =

(
m1

r , m2
r , . . . , md∗

r

)
denotes the rth cluster centroid of H, and Cr denotes the collection

of H in the rth cluster. By minimizing the loss L(X, H), the autoencoder is able to obtain
the low-dimensional final H, which maintains the nonlinear feature of X and is suitable
for clustering.

2.2. IEMO-KC

IEMO-KC is the other part of AE-IEMOKC responsible for clustering, which divides
the final H into different clusters. This division has multiple schemes, representing multiple
clustering solutions. In IEMO-KC, a bi-objective model is used to evaluate these solutions,
and an optimizer is used to select the solutions with better evaluation results to optimize
the two objectives in the bi-objective model. This subsection introduces the bi-objective
model and the optimizer, as well as the chromosome encoding method used to represent
the solutions.

2.2.1. Bi-Objective Model

The bi-objective model of EMO-KC can be represented as follows [7]:

Min F
(

H) =
{

f1(H) = SSDexp, f2(H) = k
}

where SSDexp = (1− exp−1·SSD)− k

SSD =
k
∑

r=1
∑

Hi∈Cr

‖Hi −mr‖2

mr =
(

m1
r , m2

r , . . . , md∗
r

) (5)

where SSDexp and the number of clusters k are taken as two objectives to minimize, and
SSDexp is transformed from SSD, which is the squared sum of the distance from the data
point to its cluster centroid. However, if the SSD in SSDexp is large, the −k in SSDexp
will dominate the SSDexp and different solutions with the same k will obtain almost the
same evaluation results, making it difficult to distinguish better solutions to optimize the
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objective of SSDexp. Thus, in this paper, a scaling factor is proposed to scale the SSD to
an appropriate range so that the bi-objective model used in IEMO-KC can be represented
as follows:

Min F
(

H) =
{

f1(H) = SSDexp, f2(H) = k
}

where SSDexp = (1− exp−α·SSD)− k

SSD =
k
∑

r=1
∑

Hi∈Cr

‖Hi −mr‖2

mr =
(

m1
r , m2

r , . . . , md∗
r

) (6)

where α is the scaling factor that varies for different datasets.

2.2.2. Optimizer

NSGA-II [24] is employed as the optimizer due to its simpleness. It is slightly adjusted
in IEMO-KC, and its pseudo-code is shown in Algorithm 1.

Algorithm 1: NSGA-II for IEMO-KC.

Input: Maximum generation maxgen, population size N, a range of k
Output: A set of optimal ono-dominated solutions with different k, Pareto front
1: Initialize a set of N random parent solutions, PS
2: Assign to each solution with a random different k
3: While gen ≤ maxgen
4: Generate N offspring solutions OS by crossover and mutation operators
5: Combine PS and OS together to form jointS
6: Evaluate jointS by the fast non-dominated sorting approach and the crowding distance [24]
7: Select the best N solutions from jointS to form the new parent PS
8: gen← gen + 1
9: End while
10: Select a set of optimal non-dominated solutions with different k from PS to form the Pareto front

The algorithm generates a set of N random initialized parent solutions (PS) and assigns
each solution with a random different k before the iterations. During each iteration, the
same number of offspring solutions (OS) is generated from PS through simulated binary
crossover (SBX) and polynomial mutation (PM) [24]. Specifically, two offspring solutions
are generated from two randomly selected parent solutions by using the SBX operator, with
appropriate values of the probability of applying recombination (pc) and the magnitude
of the expected variation from the parent values (ηc). Note that the k values of the two
offspring solutions are inherited from the two parent solutions. Subsequently, a new
solution generated by using the SBX operator is further mutated by using the PM operator,
with appropriate values of the probability of applying mutation (pm) and a mutation
distribution parameter (ηm). Note that the k of this solution remains unchanged in the
mutation process. Then, PS and OS are combined as jointS, which is then evaluated by
the fast non-dominated sorting approach and the crowding distance. The best N solutions
from jointS are then selected to form the new PS. After the iterations, a set of optimal
non-dominated solutions with different k can be selected from PS to form the Pareto front.

2.2.3. Chromosome Encoding Method

The centroid-based chromosome encoding method is used, where the chromosome
is composed of the cluster centroids. To avoid invalid solutions, it is based on valid
initialization in this paper. Specifically, different kmax data points in the final H are randomly
selected as the cluster centroids and encoded into the chromosome, where kmax is the
maximum k, and the default range of k is [2, kmax]. The length of each chromosome is
unified as n = d* · kmax. Figure 2 shows the centroid-based chromosome encoding method
based on the valid initialization using 10 two-dimensional data points as an example. When
kmax is set to 4, four data points are selected as the cluster centroids c = {c1, c2, c3, c4} and
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encoded into the chromosome. After the initialization, each chromosome is assigned with a
random k. If the random k of a chromosome is 2, only (0.1, 0.7, 0.3, 0.3) will be taken as the
decision variables of this chromosome.
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3. Experimental Settings
3.1. Datasets and Evaluation Metrics

Five real datasets from UCI at https://archive.ics.uci.edu/ (accessed on 11 February
2024) are used in the experiments, as shown in Table 1. Each dataset has a high dimen-
sionality, except for the Iris dataset. Normalization of the original data or the final H is
used before input to the autoencoder or IEMO-KC. Two standard unsupervised evaluation
metrics are used to evaluate the clustering accuracy, Adjusted Rand Index (ARI) [25] and
Clustering Accuracy (ACC) [26]. ARI would range from −1 to 1, while ACC would range
from 0 to 1. Higher ARI and ACC indicate better accuracy. The two metrics have their own
advantages and disadvantages, but analysis based on their combination is effective [17].
Furthermore, if the objective of f 1 (see Equation (6)) could be effectively optimized, smaller
f 1 and SSD could be obtained simultaneously. Thus, SSD and f 1 are used to evaluate
validity. Smaller SSD and f 1 indicate better validity.

Table 1. Summary of experimental datasets.

Dataset Amount Dimensionality Actual Number
of Clusters

Iris 150 4 3
Wine 214 9 3
Seeds 210 7 3

Breast Cancer
Wisconsin (BCW) 569 30 2

Optdigits 1797 64 10

3.2. Parameter Settings

The structural settings of the autoencoder used in the experiments are consistent across
all the datasets. The dimension of the encoder network is set to d-500-500-2000-d*, where d
is the dimensionality of the input dataset and d* is the dimensionality of the embedding
layer. d* is set to 3 in this paper. This means that the input dataset will be transformed to
the 3-dimensional final H. The decoder is a mirrored version of the encoder. All layers of
the network are fully connected. Except for the layer before the embedding layer and the
layer before the output layer, each layer applies a ReLU activation function before being fed

https://archive.ics.uci.edu/
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to the next layer. The autoencoder is trained for each dataset using the Adam optimizer [27]
with different learning rates. The parameter λ also varies for different datasets. The settings
of the learning rate and the parameter λ are shown in Table 2. The autoencoder is pre-
trained for 100 iterations to minimize the reconstruction loss (see Equation (3)), and further
fine-tuned for 200 iterations to minimize the whole loss (see Equation (4)). In this paper,
the clustering loss in Equation (4) is obtained by k-means [28].

Table 2. Settings of the learning rate and the parameter λ for different datasets.

Dataset Learning Rate λ

Iris 1 × 10−3 1 × 10−3

Wine 1 × 10−3 5 × 10−2

Seeds 5 × 10−5 1 × 101

BCW 7 × 10−4 5 × 10−2

Optdigits 1 × 10−3 1 × 10−2

For IEMO-KC, the maxgen is set to 500 for all the datasets. The range of k is set to [2,15]
in this paper, although the kmax can be set to a larger value. The population size N is set
to 100. pc and ηc of SBX are set to 1 and 15, respectively. pm and ηm are set to 1/(d* · kmax)
and 20, respectively. The scaling factor α is set to 10/(m · d*), where m is the amount of
each dataset.

4. Results and Discussions
4.1. The Accuracy of AE-IEMOKC

The accuracy of AE-IEMOKC is demonstrated by comparing with EMO-KC [7],
GKA [21], and MOKGA [22]. Furthermore, the population size N, and the maxgen, crossover,
and mutation operators for EMO-KC, GKA, and MOKGA are kept consistent with those
in Section 3.2. Values of pm for EMO-KC, GKA, and MOKGA are set to 1/(d · kmax) as the
input datasets for them are the original datasets instead of the final H.

To briefly demonstrate the clustering accuracy of AE-IEMOKC, a solution correspond-
ing to the actual number of clusters of each dataset is selected from the set of clustering
solutions obtained as an example for explanation. Table 3 shows the obtained ARI and
ACC. It can be clearly observed that EMO-KC has the smallest ARI and ACC on all the
datasets due to its invalidity. It is evident that AE-IEMOKC has the highest ARI and ACC
on all the datasets, which means that the best accuracy solutions can be obtained by our
proposed algorithm. Specifically, the largest improvement in AE-IEMOKC’s clustering
accuracy over GKA and MOKGA is on the Optdigits dataset. It is difficult for both GKA
and MOKGA to converge on the dataset Optdigits due to the high dimensionality, which
results in numerous decision variables and a large search space. However, AE-IEMOKC
converges easily due to the autoencoder’s ability to reduce the dimensionality.

Table 3. The ARI and ACC of the clustering results obtained by EMO-KC, GKA, MOKAG, and
AE-IEMOKC on the five datasets under their actual number of clusters.

Metric Algorithm Iris Wine Seeds BCW Optdigits

ARI

EMO-KC 0.51 0.29 0.47 0.04 0.20
GKA 0.72 0.85 0.70 0.73 0.37

MOKGA 0.72 0.85 0.70 0.73 0.37
AE-IEMOKC 0.87 0.90 0.77 0.79 0.67

ACC

EMO-KC 0.67 0.64 0.74 0.66 0.38
GKA 0.89 0.95 0.89 0.93 0.57

MOKGA 0.89 0.95 0.89 0.93 0.57
AE-IEMOKC 0.95 0.97 0.92 0.95 0.79
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Figure 3 shows the clustering results obtained by GKA, MOKGA, and AE-IEMOKC
on the Iris, Wine, and Seeds datasets when k = 3, where the clustering results obtained by
EMO-KC are not shown due to their invalidity. The mark (+) denotes the cluster centroid.
It can be observed that the distribution of the data points in AE-IEMOKC is significantly
different from that in GKA and MOKGA, as the data points in AE-IEMOKC are actually
the final H transformed from the original datasets by the autoencoder. Since the final H is
more suitable for clustering, AE-IEMOKC is able to achieve better clustering results, as it
can result in tighter data points within the same cluster and clearer distinctions between
data points within different clusters. Similar results are also observed for the BCW and
Optdigits datasets.
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Figure 3. Clustering results obtained by GKA, MOKGA, and AE-IEMOKC on the Iris, Wine, and
Seeds datasets when k = 3: (a) The clustering results obtained by GKA (b) The clustering results
obtained by MOKGA. (c) The clustering results obtained by AE-IEMOKC.

4.2. The Validity of AE-IEMOKC

The validity of AE-IEMOKC is ensured by its IEMO-KC part. To demonstrate the
validity of AE-IEMOKC, this subsection makes a comparison among EMO-KC, IEMO-
KC1 (EMO-KC based on the scaling factor), IEMO-KC2 (EMO-KC based on the valid
initialization), and IEMO-KC, without considering the autoencoder. Note that the values of
pm for the four algorithms are set to 1/(d · kmax), and α for both IEMO-KC1 and IEMO-KC
is set to 10/(m · d), since the input datasets for them are the original datasets.
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Table 4 shows the SSD and f 1 obtained by the four algorithms on the five datasets
under their actual number of clusters. It shows that the SSD of EMO-KC is the largest,
and the f 1 of EMO-KC is approximately equal to −2.00, which shows the poor validity
of EMO-KC. However, the SSD and f 1 of IEMO-KC1 are smaller than those of EMO-KC,
which suggests that the scaling factor can help effectively optimize the objective of SSDexp.
It can also be observed that the SSD of IEMO-KC2 is smaller than those of EMO-KC and
IEMO-KC1. This is because in the valid initialization of IEMO-KC2, data points rather than
points in the search space are selected as the cluster centroids, which allows the cluster
centroids to be closer to the other data points, resulting in a smaller SSD. However, the f 1 of
IEMO-KC2 is approximately equal to −2.00 due to the lack of the scaling factor, indicating
that the objective of SSDexp has not been effectively optimized. However, it is evident
that IEMO-KC is able to obtain the smallest SSD and f 1 simultaneously, which shows that
the combination of the scaling factor and valid initialization in IEMO-KC contributes to
the validity.

Table 4. The SSD and f 1 of the clustering results obtained by EMO-KC, IEMO-KC1, IEMO-KC2, and
IEMO-KC on the five datasets under their actual number of clusters.

Metric Algorithm Iris Wine Seeds BCW Optdigits

SSD

EMO-KC 34.89 259.38 145.79 2507.83 23,678.61
IEMO-KC1 31.10 182.02 128.60 1902.68 23,646.44
IEMO-KC2 10.09 88.47 117.32 423.08 9137.39
IEMO-KC 6.98 49.00 22.03 216.25 7488.99

f 1

EMO-KC −2.00 −2.00 −2.00 −2.00 −2.00
IEMO-KC1 −2.60 −2.46 −2.42 −2.33 −2.13
IEMO-KC2 −2.00 −2.00 −2.00 −2.00 −2.00
IEMO-KC −2.89 −2.81 −2.86 −2.88 −2.52

The validity is further demonstrated using the Wine dataset as an example. Figure 4
shows the Pareto fronts of SSD and f 1 obtained by the four algorithms. It can be observed
that IEMO-KC2 and IEMO-KC are able to obtain clustering solutions with all different k.
This indicates that valid initialization is able to avoid invalid solutions. It can also be clearly
observed that all the solutions obtained by EMO-KC, IEMO-KC1, and IEMO-KC2 are
Pareto-dominated by those obtained by IEMO-KC, which further shows that the validity is
ensured by the combination of the scaling factor and valid initialization. Similar results are
observed for other datasets.
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4.3. The Influence of the Autoencoder

The influence of the autoencoder is further discussed by comparing AE-IEMOKC
with IEMO-KC. Note that pm and α for IEMO-KC are set to 1/(d · kmax) and 10/(m · d),
respectively, since the input datasets for IEMO-KC are the original datasets.

Table 5 shows the ARI and ACC of IEMO-KC and AE-IEMOKC on the five datasets
under their actual number of clusters. It can be observed that AE-IEMOKC is able to
obtain higher ARI and ACC, especially on the Optdigits dataset. This directly demonstrates
that the autoencoder can improve the clustering accuracy due to its ability to obtain the
feature representation of the dataset suitable for clustering and its ability to reduce the
dimensionality of the dataset. In fact, this improvement is not limited to the solution
with the actual number of clusters. Taking the Iris dataset as an example, Figure 5 shows
the ARI and ACC of the Pareto fronts obtained by IEMO-KC and AE-IEMOKC. It can be
observed that the improvement in the accuracy of the autoencoder also works for some
other solutions. However, it does not work for all the solutions, as the clustering loss in
Equation (4) is obtained under the actual number of clusters. Overall, the autoencoder has
a significant positive effect on the solutions, which have numbers of clusters close to the
actual number of clusters.

Table 5. The ARI and ACC of the clustering results obtained by IEMO-KC and AE-IEMOKC on the
five datasets under their actual number of clusters.

Metric Algorithm Iris Wine Seeds BCW Optdigits

ARI
IEMO-KC 0.72 0.87 0.70 0.72 0.33

AE-IEMOKC 0.87 0.90 0.77 0.79 0.67

ACC
IEMO-KC 0.89 0.96 0.89 0.92 0.48

AE-IEMOKC 0.95 0.97 0.92 0.95 0.79
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Figure 6 shows the clustering results obtained by IEMO-KC and AE-IEMOKC on the
Iris dataset when k = 2, 3, 4. It can be clearly observed that AE-IEMOKC is able to achieve
better clustering results under the actual number of clusters and its neighboring number of
clusters, as the final H transformed from the original dataset by the autoencoder is more
suitable for clustering. Similar results are observed for the other datasets.

Figure 7 shows the running time averaged over 10 runs of EMO-KC, IEMO-KC1, IEMO-
KC, and AE-IEMOKC on the five datasets. Each algorithm is implemented in Python 3.9
with a computer configuration of AMD R7-5800H CPU, 16 GB RAM, and RTX3050 4 GB
GPU. It is observed that IEMO-KC1 consumes slightly more time than EMO-KC due to
the additional computation of the scaling factor. However, the valid initialization has a
greater influence than the scaling factor as IEMO-KC consumes significantly more time
than IEMO-KC1. In fact, more time is not mainly consumed in the initialization process,
but in the optimization, as the ensured validity of IEMO-KC makes the optimization more
effective and thus more complex. It is observed that AE-IEMOKC consumes more time
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than IEMO-KC on the Iris, Wine, Seeds, and BCW datasets as the autoencoder part of
AE-IEMOKC takes a lot of time to be pre-trained and fine-tuned, which greatly reduces
the efficiency of AE-IEMOKC. However, the IEMO-KC part of AE-IEMOKC converges
faster than IEMO-KC on the five datasets due to the autoencoder’s ability to reduce the
dimensionality, which is obvious on the BCW and Optdigits datasets. This suggests the
autoencoder part of AE-IEMOKC is able to accelerate the convergence.
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5. Conclusions

In this paper, an improved evolutionary multi-objective clustering algorithm based
on autoencoder (AE-IEMOKC) was proposed to improve the accuracy and ensure the
validity of evolutionary multi-objective optimization k-clustering (EMO-KC). The proposed
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AE-IEMOKC was established by combining an autoencoder with an improved version
of EMO-KC (IEMO-KC) for better accuracy, where IEMO-KC was improved based on
EMO-KC by proposing a scaling factor to help effectively optimize the objective of SSDexp
and introducing valid initialization to avoid invalid solutions. The accuracy and validity
of AE-IEMOKC were demonstrated on several datasets. The results showed that the
proposed AE-IEMOKC could obtain good accuracy on high-dimensional datasets. It was
also shown that the scaling factor could help effectively optimize the objective of SSDexp,
the valid initialization could avoid the invalid solutions, and the combination of them
could ensure the validity. Furthermore, the autoencoder part of AE-IEMOKC was shown
to improve the accuracy and accelerate the convergence due to its ability to obtain the
feature representation of the dataset suitable for clustering and its ability to reduce the
dimensionality of the dataset, which may provide some useful information for other EMOC
algorithms to improve accuracy and convergence. Future research includes improving the
accuracy of the solutions with all different k obtained by AE-IEMOKC and improving the
efficiency of AE-IEMOKC.
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