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Abstract: Humans share a similar body structure, but each individual possesses unique characteristics,
which we define as one’s body type. Various classification methods have been devised to understand
and assess these body types. Recent research has applied artificial intelligence technology utilizing
noninvasive measurement tools, such as 3D body scanner, which minimize physical contact. The pur-
pose of this study was to develop an artificial intelligence somatotype system capable of predicting
the three body types proposed by Heath-Carter’s somatotype theory using 3D body images collected
using a 3D body scanner. To classify body types, measurements were taken to determine the three
somatotype components (endomorphy, mesomorphy, and ectomorphy). MobileNetV2 was utilized
as the transfer learning model. The results of this study are as follows: first, the AI somatotype model
showed good performance, with a training accuracy around 91% and a validation accuracy around
72%. The respective loss values were 0.26 for the training set and 0.69 for the validation set. Second,
validation of the model’s performance using test data resulted in accurate predictions for 18 out of
21 new data points, with prediction errors occurring in three cases, indicating approximately 85%
classification accuracy. This study provides foundational data for subsequent research aiming to
predict 13 detailed body types across the three body types. Furthermore, it is hoped that the outcomes
of this research can be applied in practical settings, enabling anyone with a smartphone camera to
identify various body types based on captured images and predict obesity and diseases.

Keywords: somatotype; endomorphy; mesomorphy; ectomorphy; MobileNetV2; 3D body scanners;
body type classification; artificial intelligence

1. Introduction

Humans share a similar body structure, but each individual possesses unique char-
acteristics, which we define as one’s body type [1]. Various classification methods have
been devised to understand and assess these body types. Body type classification has
garnered the interest of researchers in related fields to evaluate human body shape and
composition [2]. One prominent method of body type classification is the Heath-Carter
somatotype. Somatotyping provides a systematic and scientific approach for quantifying
human body types [3] and has been widely utilized by researchers across various disci-
plines for extended periods [4]. However, because potential measurement errors depend
on the skill of the measurer, somatotyping requires technical expertise [5]. Additionally,
there are limitations to its applicability in modern individuals, as many are reluctant to
expose or permit contact with sensitive areas of the body [6].

Recent research has applied artificial intelligence technology utilizing noninvasive
measurement tools, such as 3D body scanners, which minimize physical contact [7,8].
Compared with traditional methods, 3D body scanners analyze a larger amount of data
in a shorter period of time, thereby increasing the efficiency of analyzing existing body
measurement data (e.g., width, length, and circumference) [9]. Moreover, data in the
form of various body measurements including height, circumference, cross-sectional area,
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and volume are collected [10]. Previous studies have shown that the use of machine
learning algorithms to predict obesity based on body fat percentage [11] outperforms
BMI (Body Mass Index) and BIA (Bioelectrical Impedance Analysis) in the classification
of obesity. In addition, research exploring predictive models for somatotypes based on
anthropometry [12] has shown excellent performance in classifying body types. Previous
studies have indicated that 3D body scanners are reliable and valid measurement tools for
predicting body type.

Furthermore, data collected during 3D body scanner scans can capture not only
body measurements but also three-dimensional (3D) body images. The aforementioned
studies utilized body data, requiring complex procedures, such as setting markers for
each segment of the body to extract data. Therefore, in terms of practicality, the resulting
models may be less scalable to provide generalized functions. To compensate for these
limitations, this study seeks to utilize 3D body images that were not used in previous
studies. Two-dimensional (2D) images are already used to create three-dimensional (3D)
body images, and a 3D body scanner is used to derive body shape values similar to actual
human body values [13,14]. However, it is still difficult to find research applying artificial
intelligence technology related to the somatotype. The technology for generating complex
3D images from simple 2D images is predicted to have a significant impact on future
scientific advancements. However, implementing systems that offer practicality to many
individuals requires time and expertise from researchers. Therefore, the development of
practical models by simplifying 3D body images collected using 3D body scanner into 2D
images is essential. Through this study, it is anticipated that various limitations such as
complex procedures and expertise can be overcome from a practical standpoint. Moreover,
systems that are unaffected by time and location constraints, such as identifying body
shape using a mobile phone camera, can be established. Thus, the objective of this study
was to develop an artificial intelligence (AI) somatotype system capable of predicting the
three body types proposed by Heath–Carter’s somatotype theory using 3D body images
collected using 3D body scanners. Specifically, after performing data pre-processing, such
as converting the collected three-dimensional (3D) images into two-dimensional (2D)
images, the model is trained and verified by segmenting the data set. After applying
data augmentation techniques to solve the unbalanced data distribution, we will finally
evaluate and verify the performance of the AI somatotype system by creating a body type
classification model using a transfer learning model. The results of this study are intended
to provide basic data for follow-up studies that predict 13 detailed body types from the
3 main body types. In addition, in the actual field, anyone with a personal phone camera
can identify various body types based on the photographed images and build programs for
smartphones and websites in the form of a user interface (UI) to predict obesity, diseases,
etc. We hope that the results of this study will be utilized.

2. Methods
2.1. Research Subject

Male residents of Seoul were selected as research subjects using purposive sampling.
Individuals who refused physical contact for body measurements, had mobility impair-
ments, or did not consent to participate were excluded. Additionally, owing to various
constraints, such as body exposure, menstruation, and pregnancy during body measure-
ments, females were excluded from this study. All participants who expressed a willingness
to participate provided informed consent, and the study was conducted after obtaining
approval from the Korea National University of Physical Education Institutional Review
Board (1263-202304-HR-009-01). Ultimately, data from 217 males were utilized after exclud-
ing data with compromised reliability, such as distortion in body parts or scanning errors,
which could lead to inaccuracies in predicting body shapes. Specific details of exclusion
are shown in Figure 1.
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Figure 1. Example of excluded data.

2.2. Measurement Variable
2.2.1. Heath-Carter’s Somatotype

To classify body types, measurements were taken to determine the components of
the three somatotypes (endomorphy, mesomorphy, and ectomorphy). The selection cri-
teria were based on the guidelines of the International Society for the Advancement of
Kinanthropometry (ISAK). Additionally, two experts in physical measurement assessment
with extensive experience in body measurement selected and measured 10 measurement
variables, including height and weight, based on Heath-Carter’s somatotype classification
criteria. All participants underwent measurements of the body parts listed in Table 1. Sub-
sequently, the measured values were used to classify body types into the three somatotypes,
as proposed by Heath-Carter.

Table 1. Measurement variables for anthropometry.

Width Circumference Subcutaneous Fat Others

Upper Arm Upper Arm Triceps Height
Thigh Calf Scapular Waist Weight

epigastric
Calf

2.2.2. Three-Dimensional Body Scanner

In this study, measurements taken during 3D body scanning may have been subject to
overestimation owing to factors such as hair and clothing thickness, leading to potential
errors. To minimize measurement errors, all the participants wore swim caps and thin
sports tights. The piece of equipment used for the measurements was a PFS-304 model
From PMTinnovation in Uiwang, Republic of Korea. The postures and attire that the
participants were required to adopt during the measurements are depicted in Figure 2.
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2.3. Data
2.3.1. Three-Dimensional Image Preprocessing

In this study, a 3D body scanner was used to collect 3D images of the research subjects
(participants). The collected body images are shown in Figure 3, composed of mesh-type
STL files.
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Figure 3. Three-dimensional (3D) image before image preprocessing.

Subsequently, the body regions were cropped from the 3D images in three orientations
(Front, Back, Right) with the background removed, and converted into 2D images in the
PNG file format. The preprocessed images used in this study are shown in Figure 4.
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Figure 4. Two-dimensional (2D) images in each direction after image preprocessing.

2.3.2. Data Segmentation

To generalize the performance of the deep learning model in this study, the dataset
was divided into three parts (training, validation, and test sets). The training and validation
data were used for training, and the test data were excluded to validate the performance of
the developed model. To evaluate the performance of the proposed model, approximately
10% of the data, which amounted to 21 individuals out of the 217 research subjects, were
used as the test data, as shown in Figure 5. The training and validation datasets consisted
of 196 individuals divided into an 8:2 ratio, allowing for training with new datasets at each
epoch. The final dataset used in this study is presented in Table 2.
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Table 2. Data distribution by body type.

Group Training and Validation Data Test Data

Endomorphy 78 6
Mesomorphy 97 12
Ectomorphy 21 3

Sum 196 21

2.3.3. Data Augmentation

In order to achieve satisfactory performance in deep learning and computer vision, a
large number of images are required [15]. However, collecting body images of subjects in
actual research situations is challenging, expensive and costly [16]. Image augmentation can
be useful for improving the performance of models in image classification and prediction,
as well as preventing overfitting when the amount of training data is limited [17]. The most
common method of image augmentation involves image transformation through rotation,
translation, resizing, and flipping.

Upon examining Table 3, it is evident that the distribution of data in the existing train-
ing set was imbalanced. A significantly lower amount of data was collected for ectomorphy
than for endomorphy and mesomorphy. Because this study utilized body images, there is
a concern that past transformations, such as rotation, scaling, and resizing, may actually
decrease the model’s performance. Therefore, to address this issue, while maintaining rela-
tively balanced data for endomorphy and mesomorphy, the severely lacking ectomorphy
data were augmented. Specifically, considering potential body distortions, each image was
rotated by 2 degrees, resulting in three augmented images per original image.

Table 3. Training data image augmentation.

Original Data

Endomorphy Mesomorphy Ectomorphy Total

Front Back Right Front Back Right Front Back Right
58878 78 78 97 97 97 21 21 21

After Augmentation

Endomorphy Mesomorphy Ectomorphy Total

Front Back Right Front Back Right Front Back Right
71478 78 78 97 97 97 63 63 63

2.4. CNN and Transfer Learning Model

Among the various deep learning techniques, convolutional neural networks (CNN)
have been optimized for image data learning [18]. However, the implementation of
CNN-based deep-learning models requires a large amount of data. Excessive image aug-
mentation can lead to overfitting, making further augmentation difficult in this study,
which aimed to classify body images. Transfer learning was used to address this issue.
Transfer learning is a method for resolving learning problems using a small number of
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labeled samples in the target field by transferring the knowledge learned from existing
large-scale datasets to a new domain [19]. Before training the somatotype model in this
study, three models (MobileNetV2, VGG16, and ResNet50) that have been useful as transfer
learning models in various studies [20,21] were tested. Subsequently, the early stopping
technique was applied to determine the epoch for each model, and performance metrics,
including accuracy (ACC) and loss, were evaluated. The results are shown in Figure 6.
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Through testing, it was observed that MobileNetV2 achieved the highest classifica-
tion accuracy of approximately 76%, followed by VGG16, with approximately 62%, and
ResNet50, with approximately 57%. These results indicate that MobileNetV2 performed
the best in predicting new data among the transfer learning models tested. This observa-
tion suggests that simpler structured models with faster computational speeds perform
better at identifying the features of body images than more complex models. Therefore,
MobileNetV2 was selected as the final training model. MobileNetV2, proposed by Howard
et al. [22], was designed to apply CNN models to small-scale image processing tasks. This
offers the advantage of reducing the computational load while maintaining accuracy, lead-
ing to shorter training times. Additionally, as a specialized model for mobile devices, it
operates efficiently, even on devices with limited computational capabilities [23]. Hence, it
was deemed the most suitable for the future scalability of the system.

2.5. Data Processing and Analysis Procedure
2.5.1. Data Processing

In this study, all analyses, including preprocessing of three-dimensional (3D) images,
data augmentation, data splitting, and CNN-based transfer learning, were conducted
using Python 3.9. Specifically, the ‘pyvista’ library was utilized to convert 3D images to
two-dimensional (2D) images and perform operations such as cropping and background
removal from each direction. Subsequently, the ‘Pillow’ library was used to adjust the data
of each somatotype group to the same ratio as other groups. The libraries provided by
TensorFlow were used for data splitting and model training. Data splitting was performed
using the ImageData Generator to divide the data into training and validation datasets.
The ‘MobileNetV2’ model was employed for transfer learning, and early stopping was
applied to determine the optimal epoch for the model.

2.5.2. Architectural Extension and Learning Parameters of the Model Using
Transfer Learning

The transfer learning model used in this study was MobileNetV2. To develop an
AI somatotype model based on body images according to the research objectives, the
architecture extension and setting of learning parameters were conducted as follows. First,
MobileNetV2 was loaded and initialized with weights trained on ImageNet; these weights
were then frozen. Subsequently, two hidden layers were added to the model, with the
‘ReLU’ activation function applied to each hidden layer. Finally, the output layer was
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configured with a ‘softmax’ activation function to output the probabilities of the three
classes. Additionally, four metrics, namely the training accuracy, training loss, validation
accuracy, and validation loss, were monitored to evaluate the training performance of the
model. For the learning parameters, the optimizer used was ‘Adam’, with a learning rate
of ‘1 ×10−4’ and a batch size of 10. To prevent overfitting, ‘Dropout’ was applied after each
hidden layer, and the number of epochs was determined using early stopping, which stops
training if the validation loss does not improve for five consecutive epochs. The parameter
information used during model training is presented in Table 4, and the architecture of
the MobileNetV2 model selected in the preliminary test conducted for applying transfer
learning is shown in Table 5. The architecture of the model constructed in this study
ultimately appears as depicted in Figure 7.

Table 4. Setting learning parameters.

Image Size Batch Size Optimizer Learning Rate Drop Out Early
Stopping

224 × 224 10 Adam 1 ×10−4 0.3 Val_loss = 5

Table 5. MobileNetV2 model architecture.

Input Operator t c n s

2242 × 3 conv2d - 32 1 2
1122 × 32 bottleneck 1 16 1 1
1122 × 16 bottleneck 6 24 2 2
562 × 24 bottleneck 6 32 3 2
282 × 32 bottleneck 6 64 4 2
142 × 64 bottleneck 6 96 3 1
142 × 96 bottleneck 6 160 3 2
72 × 160 bottleneck 6 320 1 1
72 × 320 conv2d 1 × 1 - 1280 1 1

72 × 1280 avgpool 7 × 7 - - 1 -
1 × 1 × 1280 conv2d 1 × 1 - k -
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2.5.3. Analysis Procedure

The analysis procedure of this study, summarizing the aforementioned research meth-
ods, consisted of six steps, as illustrated in Figure 8. First, data collection. Second, prepro-
cessing and labeling of collected images. Third, data splitting. Fourth, data augmentation.
Fifth, model training. Finally, the evaluation and validation of the trained model were
conducted following each step accordingly.
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3. Result
3.1. AI Somatotype Model Train Result

In this study, a somatotype prediction model based on MobileNetV2 transfer learn-
ing using body images yielded the following performance metrics: accuracy = 0.9058;
loss = 0.2653; validation accuracy = 0.7192; and validation loss = 0.6912. The optimal epoch
was determined to be 31 using early stopping. The performance indicators of the model
are presented in Table 6, and the recorded metrics for the 31 training epochs are shown
in Figure 9.

Table 6. AI somatotype model training result.

Category Acc Loss

Training 0.9058 0.2653
Validation 0.7192 0.6912
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Figure 9. Accuracy and loss records per epoch.

3.2. AI Somatotype Model Test Result

In this study, the data were divided into training, validation, and test sets for the model
development. The training and validation data were used to train the model, whereas
the test data were used to validate the performance of the trained model. The specific
validation process of the AI somatotype model involved calculating the probabilities of
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three somatotype elements (endomorphy, mesomorphy, and ectomorphy) and classifying
them based on the highest probability. The prediction results for the 21 new data samples
are presented in Table 7, indicating classification accuracy, recall, and precision.

Table 7. AI somatotype model test result.

Predicted Accuracy of the System’s
ClassificationEndomorphy Mesomorphy Ectomorphy

Actual

Endomorphy 5 1 1 Accuracy 0.85

Mesomorphy 1 11 0 Recall 0.87

Ectomorphy 0 0 2 Precision 0.80

Accuracy calculation
: 18(Positive)/21(Test Data) = 0.85

Recall calculation
: Endomorphy Recall = 5/6, Mesomorphy Recall = 11/12, Ectomorphy Recall = 2/2
= ((5/6) + (11/12) + (2/2))/3 = 0.87

Precision calculation
: Endomorphy Precision = 5/6, Mesomorphy Precision = 11/12, Ectomorphy Precision = 2/3
= ((5/6) + (11/12) + (2/3))/3 = 0.80

4. Discussion

The issues that can be discussed based on the results of this study are as follows: first,
the collected data were divided into training, validation, and testing sets. Approximately
10% of the 217 individuals (21 individuals) were used as test data. When dividing the test
set, we considered the possibility that new data could be easily predicted for certain body
types and sampled approximately 10% of each of the three body types. The remaining 90%
of subjects (196 individuals) were used for training and validation, with 78 for endomorphy,
97 for mesomorphy, and 21 for ectomorphy, resulting in an imbalance in data distribution.
Previous studies, such as that of Lee et al. [12], mentioned the difficulty of ensuring an
even distribution of the three body types as a limitation of their research. Similarly, in
this study, some participants were opposed to exposing their bodies to a measurer for
body measurements, leading to difficulties in conducting the measurements. Chiu et al. [5]
mentioned the difficulty in recruiting ectomorphic participants, leading to an overprediction
of mesomorphy. In this study, while recruiting for endomorphy and mesomorphy was
relatively easy, there was a significant shortage of ectomorphy data. However, researchers
have made efforts to equalize the data distribution through image augmentation, and
various methods have been attempted to prevent overfitting of the augmented images
during the model training process. It is necessary to obtain additional data in the future to
address the limitations of data distribution. Furthermore, it is necessary to collect sufficient
data from females to develop a sex-agnostic AI somatotype model.

Second, MobileNetV2 was utilized as the transfer learning model. The rationale for se-
lecting this model was based on preliminary tests conducted on various models commonly
used in transfer learning, including MobileNetV2, VGG16, and ResNet50, which were
found to be useful in previous studies. The model that exhibited the best performance was
selected for this study. Although various other models are available for transfer learning,
the researchers aim to develop the ultimate goal of a mobile AI somatotype model through
subsequent research. Therefore, it was deemed appropriate to conduct preliminary tests
using simpler structured models compared to other models. Ultimately, the MobileNetV2
model, which operates efficiently even on devices with limited computational capabilities,
demonstrated good performance in predicting body images. Therefore, it is necessary to
explore and compare lightweight models, such as MobileNetV2, for future model scalability.
This would involve research methods to enhance the performance by investigating and
comparing lightweight models similar to MobileNetV2.

Third, model training resulted in approximately 91% accuracy for the training set
and approximately 72% accuracy for the validation set. The corresponding loss values
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were approximately 0.26 for the training and 0.69 for the validation set. Using the test
data, the predictions for the 21 new data points showed that 18 were accurately classified,
resulting in a classification accuracy of approximately 85%, whereas three predictions were
incorrect. The adequacy of the model architecture extension and parameter settings could
be a topic of discussion among researchers questioning whether they are truly optimal.
In this study, test dataset separation was conducted for external validity verification, and
image augmentation was employed to address the imbalanced data. Considering the risk
of overfitting with excessive augmentation on a small dataset and the possibility of model
performance deterioration with a more complex architecture, the researchers opted to use
early stopping to determine the number of epochs. Additionally, as mentioned in the
preliminary test results, it is anticipated that overly complex architectures may degrade the
performance of the model. However, due to the limited amount of data used in this study
and the need for fast computation speed to ensure model scalability, simpler architectures
were employed. If an adequate amount of data is secured in the future, experimenting
with slightly more complex architectures and applying various combinations of training
parameters will be possible. It is anticipated that a model with superior performance than
the results of this study can be developed. Moreover, because the validation loss value
exceeded 0.6, indicating a higher-than-expected value, adjustments and improvements to
the model’s architecture extension and training parameters are necessary in future follow-
up studies. Nonetheless, this study holds significant value because it explored a transfer
learning model suitable for classifying body images and identified areas of improvement,
such as securing insufficient data for each body type, developing models considering
gender differences, and adding test data samples. Considering these limitations, future
research is anticipated to lead to the development of more advanced AI somatotype models.

5. Conclusions

The purpose of this study was to develop an artificial intelligence (AI) somatotype
system capable of predicting the three body types proposed by Heath-Carter’s somatotype
theory using 3D body images collected using a 3D body scanner. The following conclusions
were drawn from this study. First, the AI somatotype model showed approximately 91%
training accuracy and approximately 72% validation accuracy. The corresponding loss
values were 0.26 for the training and 0.69 for the validation set. Second, the performance
of the trained model was validated using test data, resulting in accurate predictions for
18 out of the 21 new data points, achieving approximately 85% classification accuracy,
whereas three predictions were incorrect. These findings serve as foundational data for
subsequent studies aiming to predict 13 detailed body types from the initial three body
types. Additionally, in practical applications, anyone with a personal phone camera
can identify various body types based on captured images and develop programs for
smartphones and websites in the form of a user interface (UI) to predict obesity, diseases,
etc. However, the 3D images used in this study had limitations due to the restricted attire
of the subjects, and there are certain constraints to providing services that can be utilized
by anyone. Nevertheless, despite these limitations, it is deemed significant that a model for
classifying body types more conveniently than existing methods has been developed in
this research. It is hoped that the results of this study will evolve to be utilized in various
contexts in the future.
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