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1. Introduction

Artificial intelligence (AI) in complex networks has made revolutionary breakthroughs
in this century, and AI-driven methods are being increasingly integrated into different
scientific research [1–3]. The scientific research of complex networks can be traced back
to two aspects. Firstly, the main mathematical subjects of graph theory and statistical
physics. One of the major breakthroughs in graph theory is the idea of random graph
theory. Complex topologies arise from simple random rules. Random graph theory is
often used in conjunction with percolation theory to describe random network modeling.
Secondly, complex systems and statistical physics gave birth to a few important theoretical
models, such as the Ising model [4–8], mean-field theory, nonequilibrium thermodynamics
and dissipative structure theory, synergetic theory, and self-spinning glass model [8,9].

Moreover, AI plays a crucial role in improving the performance of network dynam-
ics, key node mining, community detection, and recommendation behaviors in complex
networks [10,11]. The social impact of artificial intelligence is becoming increasingly promi-
nent. On the one hand, as the core force of a new round of scientific and technological
revolution and industrial reform, artificial intelligence is promoting the upgrading of tradi-
tional industries, driving the rapid development of an “unmanned economy”, and having
a positive impact on people’s livelihoods, such as intelligent transportation, smart homes,
and intelligent medical care. On the other hand, issues such as personal information and
privacy protection, intellectual property rights of AI-created content, possible discrimina-
tion and bias of AI systems, traffic regulations for driverless systems, and the scientific and
technological ethics of brain–computer interfaces and human–machine symbiosis, have
emerged and need to be urgently provided with solutions [12–15].

Despite the transformative potential of AI in complex networks, there are challenges
such as data privacy, user privacy protection, data sample scarcity and diverse network
structure, and so on. As these technologies continue to evolve, addressing these issues is
paramount for ensuring their responsible and ethical implementation. In the future, further
developments in AI technologies are expected to refine and expand their applications
in social networks, social computing, transportation and finance networks, large model
applications, etc.

2. An Overview of the Published Articles

Complex network theory is widely used in the field of artificial intelligence, and key
node identification is the core technology of complex network theory research, which
has been highly concerned by the academic community. Many scholars have conducted
in-depth research on academic problems such as the identification of critical nodes or the
ranking of node importance in complex networks, and have achieved a large number of
research results (contributions 1, 4, 7, 10).

A community in a network is a set of nodes that are highly connected to each other,
unlike other nodes in the network, which have relatively random and scattered relation-
ships. A key role of community detection algorithms is that they can be used to extract

Appl. Sci. 2024, 14, 2822. https://doi.org/10.3390/app14072822 https://www.mdpi.com/journal/applsci

https://doi.org/10.3390/app14072822
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/applsci
https://www.mdpi.com
https://orcid.org/0000-0002-8619-0356
https://doi.org/10.3390/app14072822
https://www.mdpi.com/journal/applsci
https://www.mdpi.com/article/10.3390/app14072822?type=check_update&version=2


Appl. Sci. 2024, 14, 2822 2 of 4

useful information from the network. The biggest challenge for community detection is
that the community structure is not universally defined (contributions 3, 5, 19).

As the most central component of the personalized recommendation system, the
efficiency of the recommendation algorithm directly affects the performance of the entire
recommendation system. More mature recommendation algorithms include content-based,
collaborative filtering, and other algorithms. Although these algorithms have been widely
used, there are still many areas to be improved. The recommendation algorithm based
on complex network theory is a good attempt, and it is also one of the current research
hotspots (contributions 9, 11, 12, 16).

The data modeling, image processing, object detection and optimization methods of
artificial intelligence technology have all been widely used (contributions 2, 6, 8, 13, 14, 15,
17, 18, 20).

There are two main ways to predict information propagation in complex networks.
One is feature-based methods; these methods rely on users to manually extract features,
such as the content features of the information, the timing features of the current propaga-
tion, the structural features, and the user characteristics on the propagation path. Based
on these features, a regression algorithm is used to predict the number of retweets. The
effects of these kinds of methods depend heavily on the extraction of features. For different
problems, users need to extract appropriate features according to their own experiences.
The second category is the generative algorithm, which designs a model to simulate the
mechanism of information diffusion, tries to retain the main characteristics of information
diffusion in the model, and then uses the model to calculate the spread range of each piece
of information in the future.

These papers were received from Europe and Asia, with a number combining the
expertise of researchers from different countries and even different continents. Finally, we
are particularly pleased with the breadth of authors, topics, techniques, and findings that
can be found within this Special Issue, “Artificial Intelligence in Complex Networks”.

3. Conclusions and Future Perspectives

With the publication of the present Special Issue, we hope to contribute to better
links being formed between artificial intelligence and complex networks; as such, we
have selected original works aimed at including key node identification, community
detection, recommendation systems, object detection, data processing, and optimal decision
algorithms in complex networks. Due to its interdisciplinary and complexity characteristics,
the study of complex networks involves the knowledge and theoretical bases of many
disciplines, especially those of system science, statistical physics, mathematics, computer
and information science, etc. The commonly used analysis methods and tools include graph
theory, combinatorics, matrix theory, probability theory, stochastic process, optimization
theory, genetic algorithms, etc. The main research methods of complex networks are based
on graph theory and its methods, and have achieved gratifying results.

Conflicts of Interest: The authors declare no conflicts of interest.

List of Contributions:

1. Zhao, N.; Liu, Q.; Jing, M.; Li, J.; Zhao, Z.; Wang, J. DDMF: A Method for Mining Relatively
Important Nodes Based on Distance Distribution and Multi-Index Fusion. Appl. Sci. 2022, 12,
522. https://doi.org/10.3390/app12010522.

2. Yang, L.; Liu, S.; Zhao, Y. Deep-Learning Based Algorithm for Detecting Targets in Infrared
Images. Appl. Sci. 2022, 12, 3322. https://doi.org/10.3390/app12073322.

3. Liu, X.; Ding, N.; Fiumara, G.; De Meo, P.; Ficara, A. Dynamic Community Discovery Method
Based on Phylogenetic Planted Partition in Temporal Networks. Appl. Sci. 2022, 12, 3795.
https://doi.org/10.3390/app12083795.

4. Li, J.; Yin, C.; Wang, H.; Wang, J.; Zhao, N. Mining Algorithm of Relatively Important Nodes
Based on Edge Importance Greedy Strategy. Appl. Sci. 2022, 12, 6099. https://doi.org/10.3390/
app12126099.

https://doi.org/10.3390/app12010522
https://doi.org/10.3390/app12073322
https://doi.org/10.3390/app12083795
https://doi.org/10.3390/app12126099
https://doi.org/10.3390/app12126099


Appl. Sci. 2024, 14, 2822 3 of 4

5. Shin, H.; Park, J.; Kang, D. A Graph-Cut-Based Approach to Community Detection in Networks.
Appl. Sci. 2022, 12, 6218. https://doi.org/10.3390/app12126218.

6. Feng, Y.; Song, S.; Xu, W.; Li, H. 5G Price Competition with Social Equilibrium Optimality for
Social Networks. Appl. Sci. 2022, 12, 8798. https://doi.org/10.3390/app12178798.

7. Luo, H.; Jia, P.; Zhou, A.; Liu, Y.; He, Z. Bridge Node Detection between Communities Based on
GNN. Appl. Sci. 2022, 12, 10337. https://doi.org/10.3390/app122010337.

8. Sankaran, G.; Palomino, M.; Knahl, M.; Siestrup, G. A Modeling Approach for Measuring
the Performance of a Human-AI Collaborative Process. Appl. Sci. 2022, 12, 11642. https:
//doi.org/10.3390/app122211642.

9. Ma, M.; Cao, Q.; Liu, X. A Graph Convolution Collaborative Filtering Integrating Social
Relations Recommendation Method. Appl. Sci. 2022, 12, 11653. https://doi.org/10.3390/app1
22211653.

10. Aladhadh, S.; Alwabli, H.; Moulahi, T.; Al Asqah, M. BChainGuard: A New Framework for
Cyberthreats Detection in Blockchain Using Machine Learning. Appl. Sci. 2022, 12, 12026.
https://doi.org/10.3390/app122312026.

11. Ma, J.; Wang, P.; Li, H. Directed Network Disassembly Method Based on Non-Backtracking
Matrix. Appl. Sci. 2022, 12, 12047. https://doi.org/10.3390/app122312047.

12. Zuo, Y.; Liu, S.; Zhou, Y.; Liu, H. TRAL: A Tag-Aware Recommendation Algorithm Based on
Attention Learning. Appl. Sci. 2023, 13, 814. https://doi.org/10.3390/app13020814.

13. Alabdulatif, A.; Al Asqah, M.; Moulahi, T.; Zidi, S. Leveraging Artificial Intelligence in
Blockchain-Based E-Health for Safer Decision Making Framework. Appl. Sci. 2023, 13, 1035.
https://doi.org/10.3390/app13021035.

14. Wang, K.; Jiang, D.; Yun, L.; Liu, X. Infrared Small and Moving Target Detection on Account of
the Minimization of Non-Convex Spatial-Temporal Tensor Low-Rank Approximation under
the Complex Background. Appl. Sci. 2023, 13, 1196. https://doi.org/10.3390/app13021196.

15. Yang, Y.; Yun, L.; Li, R.; Cheng, F.; Wang, K. Multi-View Gait Recognition Based on a Siamese
Vision Transformer. Appl. Sci. 2023, 13, 2273. https://doi.org/10.3390/app13042273.

16. Xiang, N.; Ma, X.; Liu, H.; Tang, X.; Wang, L. Graph-Augmentation-Free Self-Supervised
Learning for Social Recommendation. Appl. Sci. 2023, 13, 3034. https://doi.org/10.3390/app1
3053034.

17. Chang, K. Integrating Spherical Fuzzy Sets and the Objective Weights Consideration of Risk
Factors for Handling Risk-Ranking Issues. Appl. Sci. 2023, 13, 4503. https://doi.org/10.3390/
app13074503.

18. Maurício, J.; Domingues, I.; Bernardino, J. Comparing Vision Transformers and Convolutional
Neural Networks for Image Classification: A Literature Review. Appl. Sci. 2023, 13, 5521.
https://doi.org/10.3390/app13095521.

19. Huang, J.; Gu, Y. Unsupervised Community Detection Algorithm with Stochastic Competitive
Learning Incorporating Local Node Similarity. Appl. Sci. 2023, 13, 10496. https://doi.org/10.3
390/app131810496.

20. López-Rourich, M.; Rodríguez-Pérez, F. Efficient Data Transfer by Evaluating Closeness Cen-
trality for Dynamic Social Complex Network-Inspired Routing. Appl. Sci. 2023, 13, 10766.
https://doi.org/10.3390/app131910766.

References
1. Bischof, R.; Milleret, C.; Dupont, P.; Chipperfield, J.; Tourani, M.; Ordiz, A.; de Valpine, P.; Turek, D.; Royle, J.A.; Gimenez, O.;

et al. Estimating and forecasting spatial population dynamics of apexpredators using transnational genetic monitoring. Proc.
Natl. Acad. Sci. USA 2020, 117, 30531–30538. [CrossRef] [PubMed]

2. Boccaletti, S.; De Lellis, P.; del Genio, C.I.; Alfaro-Bittner, K.; Criado, R.; Jalan, S.; Romance, M. The structure and dynamics of
networks with higher order interactions. Phys. Rep. 2023, 1018, 1–64. [CrossRef]

3. Liu, X.; Ye, S.; Fiumara, G.; De Meo, P. Influence Nodes Identifying Method via Community-based Backward Generating Network
Framework. IEEE Trans. Netw. Sci. Eng. 2024, 11, 236–253. [CrossRef]

4. Liu, X.; Miao, C.; Fiumara, G.; De Meo, P. Information Propagation Prediction Based on Spatial–Temporal Attention and
Heterogeneous Graph Convolutional Networks. IEEE Trans. Comput. Soc. Syst. 2024, 11, 945–958. [CrossRef]

5. Asikis, T.; Böttcher, L.; Antulov-Fantulin, N. Neural ordinary differential equation control of dynamics on graphs. Phys. Rev. Res.
2022, 4, 013221. [CrossRef]

6. Baggio, G.; Bassett, D.S.; Pasqualetti, F. Data-driven control of complex networks. Nat. Commun. 2021, 12, 1429. [CrossRef]
[PubMed]

https://doi.org/10.3390/app12126218
https://doi.org/10.3390/app12178798
https://doi.org/10.3390/app122010337
https://doi.org/10.3390/app122211642
https://doi.org/10.3390/app122211642
https://doi.org/10.3390/app122211653
https://doi.org/10.3390/app122211653
https://doi.org/10.3390/app122312026
https://doi.org/10.3390/app122312047
https://doi.org/10.3390/app13020814
https://doi.org/10.3390/app13021035
https://doi.org/10.3390/app13021196
https://doi.org/10.3390/app13042273
https://doi.org/10.3390/app13053034
https://doi.org/10.3390/app13053034
https://doi.org/10.3390/app13074503
https://doi.org/10.3390/app13074503
https://doi.org/10.3390/app13095521
https://doi.org/10.3390/app131810496
https://doi.org/10.3390/app131810496
https://doi.org/10.3390/app131910766
https://doi.org/10.1073/pnas.2011383117
https://www.ncbi.nlm.nih.gov/pubmed/33199605
https://doi.org/10.1016/j.physrep.2023.04.002
https://doi.org/10.1109/TNSE.2023.3295911
https://doi.org/10.1109/TCSS.2023.3244573
https://doi.org/10.1103/PhysRevResearch.4.013221
https://doi.org/10.1038/s41467-021-21554-0
https://www.ncbi.nlm.nih.gov/pubmed/33658486


Appl. Sci. 2024, 14, 2822 4 of 4

7. Zhang, S.; Li, T.; Hui, S.; Li, G.; Liang, Y.; Yu, L.; Jin, D.; Li, Y. Deep transfer learning for city-scale cellular traffic generation
through urban knowledge graph. In Proceedings of the 29th ACM SIGKDD Conference on Knowledge Discovery and Data
Mining, Long Beach, CA, USA, 6–10 August 2023; pp. 4842–4851.

8. Zhao, Q.; Van den Brink, P.J.; Xu, C.; Wang, S.; Clark, A.T.; Karakoç, C.; Sugihara, G.; Widdicombe, C.E.; Atkinson, A.; Matsuzaki,
S.-I.S.; et al. Relationships of temperature and biodiversity with stability of natural aquatic food webs. Nat. Commun. 2023, 14,
3507. [CrossRef] [PubMed]

9. Zhao, X.; Yu, H.; Huang, R.; Liu, S.; Hu, N.; Cao, X. A novel higher-order neural network framework based on motifs attention
for identifying critical nodes. Phys. A Stat. Mech. Its Appl. 2023, 629, 129194. [CrossRef]

10. Zheng, Y.; Lin, Y.; Zhao, L.; Wu, T.; Jin, D.; Li, Y. Spatial planning of urban communities via deep reinforcement learning. Nat.
Comput. Sci. 2023, 3, 748–762. [CrossRef] [PubMed]

11. Zheng, Y.; Su, H.; Ding, J.; Jin, D.; Li, Y. Road planning for slums via deep reinforcement learning. In Proceedings of the 29th
ACM SIGKDD Conference on Knowledge Discovery and Data Mining, Long Beach, CA, USA, 6–10 August 2023; pp. 5695–5706.

12. Hu, W.; Xia, X.; Ding, X.; Zhang, X.; Zhong, K.; Zhang, H.F. SMPC-Ranking: A Privacy-Preserving Method on Identifying
Influential Nodes in Multiple Private Networks. IEEE Trans. Syst. Man Cybern. Syst. 2022, 53, 2971–2982. [CrossRef]

13. Zhou, C.; Wang, X.; Zhang, M. Facilitating graph neural networks with random walk on simplicial complexes. Adv. Neural Inf.
Process. Syst. 2024, 36, 1–35.

14. Zoller, L.; Bennett, J.; Knight, T.M. Plant–pollinator network change across a century in the subarctic. Nat. Ecol. Evol. 2023, 7,
102–112. [CrossRef] [PubMed]

15. Zou, W.; Senthilkumar, D.V.; Zhan, M.; Kurths, J. Quenching, aging, and reviving in coupled dynamical networks. Phys. Rep.
2021, 931, 1–72. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1038/s41467-023-38977-6
https://www.ncbi.nlm.nih.gov/pubmed/37316479
https://doi.org/10.1016/j.physa.2023.129194
https://doi.org/10.1038/s43588-023-00503-5
https://www.ncbi.nlm.nih.gov/pubmed/38177774
https://doi.org/10.1109/TSMC.2022.3220260
https://doi.org/10.1038/s41559-022-01928-3
https://www.ncbi.nlm.nih.gov/pubmed/36593294
https://doi.org/10.1016/j.physrep.2021.07.004

	Introduction 
	An Overview of the Published Articles 
	Conclusions and Future Perspectives 
	References

