
Citation: Wang, H.; Zhang, P.; You,

M.; You, X. A Method for Underwater

Biological Detection Based on

Improved YOLOXs. Appl. Sci. 2024,

14, 3196. https://doi.org/10.3390/

app14083196

Academic Editor: João M. F.

Rodrigues

Received: 31 January 2024

Revised: 28 March 2024

Accepted: 2 April 2024

Published: 10 April 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  
sciences

Article

A Method for Underwater Biological Detection Based on
Improved YOLOXs
Heng Wang , Pu Zhang *, Mengnan You and Xinyuan You

School of Mathematics and Computer Science, Wuhan Polytechnic University, Wuhan 430048, China;
wh825554@163.com (H.W.); 19853096661@163.com (M.Y.); xinyuan_you@163.com (X.Y.)
* Correspondence: 15527695126@163.com

Abstract: This article proposes a lightweight underwater biological target detection network based
on the improvement of YOLOXs, addressing the challenges of complex and dynamic underwater
environments, limited memory in underwater devices, and constrained computational capabilities.
Firstly, in the backbone network, GhostConv and GhostBottleneck are introduced to replace standard
convolutions and the Bottleneck1 structure in CSPBottleneck_1, significantly reducing the model’s
parameter count and computational load, facilitating the construction of a lightweight network. Next,
in the feature fusion network, a Contextual Transformer block replaces the 3 × 3 convolution in
CSPBottleneck_2. This enhances self-attention learning by leveraging the rich context between input
keys, improving the model’s representational capacity. Finally, the positioning loss function Fo-
cal_EIoU Loss is employed to replace IoU Loss, enhancing the model’s robustness and generalization
ability, leading to faster and more accurate convergence during training. Our experimental results
demonstrate that compared to the YOLOXs model, the proposed YOLOXs-GCE achieves a 1.1%
improvement in mAP value, while reducing parameters by 24.47%, the computational load by 26.39%,
and the model size by 23.87%. This effectively enhances the detection performance of the model,
making it suitable for complex and dynamic underwater environments, as well as underwater devices
with limited memory. The model meets the requirements of underwater target detection tasks.

Keywords: underwater target detection; YOLOXs; GhostNet; Contextual Transformer; Focal_EIoU Loss

1. Introduction

With the rapid development of social and economic activities, global issues such as the
scarcity of terrestrial resources and environmental degradation have become increasingly
prominent. In pursuit of sustainable human development, the exploration and utilization
of marine resources have become a focal point of attention. Oceans cover the vast majority
of the Earth’s surface and harbor abundant resources, including petroleum, natural gas,
minerals, and fisheries [1]. At the same time, the oceans harbor diverse ecosystems and
serve as habitats for numerous species. Therefore, the proper development and utilization
of marine resources can not only meet human demands for energy, food, and raw materials
but also protect the integrity of marine ecosystems and ensure sustainable development. In
this context, many coastal countries are actively engaged in the exploration and exploitation
of marine resources. Through technological innovation and cooperation, they are seeking
and developing deep-sea oil and gas resources, conducting exploration and exploitation of
seabed minerals, and promoting the sustainable development of fisheries.

In the process of marine resource development and utilization, underwater target
detection is a crucial area of research in marine technology. Traditional underwater tar-
get detection techniques primarily involve manually designed feature extraction from
images [2], followed by the use of machine learning algorithms for target classification [3].
While this approach can achieve underwater target detection to some extent, it has draw-
backs in the feature extraction stage. Manual feature extraction incurs significant labor
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and time costs, and the features that are extracted manually may have limitations, such
as being relatively simple and lacking strong generalization capabilities. To address these
challenges, there is a need for advanced methods that leverage modern computer vision
and deep learning techniques to enhance underwater target detection. These approaches
can automate the feature extraction process, reducing human intervention and improv-
ing the overall efficiency and effectiveness of underwater target detection in complex
marine environments.

To address these challenges, underwater target detection techniques based on deep
learning have emerged [4,5]. Deep learning-based methods leverage deep neural networks
to automatically learn features, including more abstract and advanced feature representa-
tions. Through extensive training with large amounts of data, these models acquire better
generalization capabilities, enabling end-to-end underwater target detection. In recent
years, deep learning-based underwater target detection techniques have made significant
progress and can be categorized into two-stage and one-stage target detection algorithms.
Two-stage target detection algorithms first generate a series of candidate boxes as sam-
ples and then use convolutional neural networks for sample classification. Examples of
two-stage algorithms include R-CNN [6], FastR-CNN [7], FasterRCNN [8], and Cascade
R-CNN [9], among others. On the other hand, one-stage target detection algorithms do
not need to generate candidate boxes; they only need to input the image once to predict
all the bounding boxes and classifications. This approach is characterized by its simple
structure and fast processing speed. Examples of one-stage algorithms include SSD [10]
and the YOLO (You Only Look Once) series [11–15].

With increasing underwater exploration activities, more scholars are applying target
detection techniques to underwater environments. In 2019, Moniruzzaman et al. applied
FastRCNN to underwater seagrass target detection [16]. They used data augmentation
to generate more diverse training samples and employed transfer learning techniques to
accelerate the training process and improve the detection performance. In 2020, Ahsan
Jalal et al. utilized the FastRCNN model and temporal information to detect and classify
fish in underwater environments [17]. This approach achieved average accuracies of 81.4%
and 88.6% in fish detection and classification tasks, respectively, effectively handling the
complexity and diversity of underwater environments. In 2021, Liu Teng et al. proposed a
method combining the YOLOv3 network with a color recovery-based multi-scale retinal
enhancement algorithm (MSRCR) [18]. This approach addressed color shifts, image noise,
and blurriness in underwater images through image enhancement before using the YOLOv3
network for underwater target detection. The experimental results demonstrated a 10%
improvement in average precision compared to the original YOLOv3 while maintaining the
detection speed. In 2022, Huang Tinghui et al. introduced an underwater target detection
algorithm based on FAttention-YOLOv5 [19]. This algorithm incorporated the FAttention
attention mechanism, which adaptively adjusts attention in different regions by learning
the weights of feature maps. This enhances the accuracy and robustness of target detection
in underwater environments.

Due to the complex and variable nature of the underwater environment, collected
underwater images often suffer from issues such as blurriness, color distortion, and low con-
trast [20–24]. These conditions can significantly impede underwater target detection tasks.
Additionally, in practical applications, devices equipped with intelligent target detection
algorithms are commonly used for underwater operations. However, underwater mobile
devices typically have limited memory space, necessitating lightweight improvements to
the target detection model to meet practical requirements. To address these challenges, this
paper proposes a new model called YOLOXs-GCE. The main contributions of this paper
are as follows:

(1) In the backbone network, standard convolutions are replaced with Ghost convolutions,
and Bottleneck1 is replaced with GhostBottleneck. This helps reduce the model’s
parameter count and computational load, meeting the real-time requirements of
underwater operations.
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(2) In the feature fusion network, the Contextual Transformer module is introduced into
CSPBottleneck_2, replacing the 3 × 3 standard convolution. This utilizes contex-
tual information among input keys to guide self-attention learning, contributing to
improved detection accuracy.

(3) Focal_EIoU Loss (Focal and Efficient Intersection over Union) is employed instead of
IoU (Intersection over Union) Loss to enhance the precision of the predicted bounding
boxes and accelerate model convergence.

These improvements aim to make the model more adaptable to the poor image quality
that is characteristic of underwater environments and, through a lightweight design, cater
to the practical application needs of underwater mobile devices.

2. YOLOX Network Architecture

YOLOX is a single-stage object detection algorithm, proposed in 2021 by Zheng
Ge et al. [25]. It is built upon YOLOv5 and consists mainly of an input end, backbone
network, neck network, and Prediction detection layer, as illustrated in Figure 1.

Figure 1. YOLOX network structure.

Input End: At the input end of the network, YOLOX adopts the Mosaic data aug-
mentation method. This method involves randomly scaling, cropping, and arranging four
training images for mixed splicing. The four images are merged into a new image, which is
then fed into the neural network model for training. Each of the images involved in the
splicing process has annotated bounding boxes. This approach effectively utilizes informa-
tion from the training set, allowing the model to better understand and recognize various
objects and scenes. An illustrative diagram of the splicing effect is shown in Figure 2.
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Figure 2. Mosaic data augmentation splicing effect illustration.

Backbone Network: The backbone network serves as the main network and adopts the
network structure of Darknet53 [26]. Darknet53 is a network structure with 53 convolutional
layers. By stacking multiple convolutional and pooling layers, it gradually transforms the
input image into feature maps of different scales. These feature maps can contain more
semantic information, such as object shapes, textures, and colors.

Neck Network: The neck network functions as the feature fusion network, utilizing
the FPN (Feature Pyramid Network) + PAN (Path Aggregation Network) structure for
multi-scale feature fusion. The FPN is a top-down structure [27], merging high-level feature
maps with upsampled low-level feature maps to create new feature maps conveying strong
semantic features. PAN is a bottom-up structure [28], conveying localization information
from the bottom layers through downsampling and enabling top-level feature maps to
include positional information.

Prediction Detection Layer: The Prediction detection layer performs multi-scale object
detection on the feature maps that are extracted by the neck network. By using detection
heads of different sizes, it achieves accurate predictions for the image, generating bounding
box coordinates and predicting categories.

Compared to YOLOv5, YOLOX introduces innovations such as the decoupled de-
tection head, Anchor-Free, and SimOTA. In YOLOv5, the detection head predicts both
classification and localization tasks simultaneously using a 1 × 1 convolution. In contrast,
YOLOX employs a decoupled detection head. Initially, it uses a 1 × 1 convolution for
dimension reduction, followed by two separate branches, each using a 3 × 3 convolution.
This structure not only enhances the detection performance but also accelerates the con-
vergence speed. The Anchor-Free algorithm eliminates the need for anchor points and
directly predicts the bounding box position and size for object detection. This approach
adapts better to the diversity and variability of objects while reducing the computational
complexity. SimOTA is a target tracking algorithm that improves the tracking accuracy and
robustness by matching positive samples of the target with surrounding negative samples.

3. Methods
3.1. Improvement Strategies for the Backbone Network

The backbone network of YOLOX consists of CSPDarknet53 and SPP (Spatial Pyramid
Pooling) [29] networks. The design of the entire backbone network aims to organically
combine these components to capture features at different scales and levels comprehen-
sively. This enhances the accuracy and robustness of the object detection. The architecture
is shown in Table 1.
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Table 1. The backbone network of YOLOX.

Layer Module Params Strides Filters Filter Size

0 Image 3
1 Focus 3520 1 32 3 × 3
2 Conv 18,560 2 64 3 × 3
3 CSPBottleneck_1 18,816 64
4 Conv 73,984 2 128 3 × 3
5 CSPBottleneck_1 156,928 128
6 Conv 295,424 2 256 3 × 3
7 CSPBottleneck_1 625,152 256
8 Conv 1,180,672 2 512 3 × 3
9 SPP 656,896 512

10 CSPBottleneck_1 1,182,720 512

Firstly, the image undergoes processing through the Focus network, which segments
the image into sub-feature maps of different sizes. This helps capture detailed information
about the target at various scales. Subsequently, each sub-feature map undergoes a series of
operations, including three sets of Conv layers and the CSPBottleneck_1 layer. The role of
the Conv layers is to extract features from the image, reducing the size of the feature map
by half and doubling the number of channels, thereby enhancing the network’s perception
of the target. The CSPBottleneck_1 layer divides the feature map into two branches, as
illustrated in Figure 3. One branch undergoes channel dimension transformation through
a 1 × 1 Conv layer, then passes through a bottleneck1 with a residual structure, and
finally concatenates with the other branch, processed through a 1 × 1 Conv layer. The
concatenated features then undergo further processing through a 1 × 1 Conv layer. Lastly,
the feature map undergoes processing through Conv layers, the SPP network, and the
CSPBottleneck_1 layer. The SPP network consists of four branches, as shown in Figure 4.
The first branch serves as the direct output, while the remaining three branches perform
pooling operations on the feature map using differently sized pooling layers (5 × 5, 9 × 9,
13 × 13). The outputs of these branches are ultimately merged to achieve multi-scale feature
fusion, thereby enhancing the model’s detection capability for targets.

Figure 3. CSPBottleneck_1 structure diagram.

Figure 4. SPP network structure diagram.
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In order to reduce the model’s parameter count and computational load, this paper
introduces GhostConv (Ghost Convolution) and GhostBottleneck into the backbone net-
work [30], replacing the standard convolutions in the YOLOX network and the Bottleneck1
structure in CSPBottleneck_1. The architecture is shown in Table 2.

Table 2. Improved backbone network architecture.

Layer Module Params Strides Filters Filter Size

0 Image 3
1 Focus 3520 1 32 3 × 3
2 GhostConv 10,144 2 64 3 × 3
3 CSPGhost 9656 64
4 GhostConv 38,720 2 128 3 × 3
5 CSPGhost 43,600 128
6 GhostConv 151,168 2 256 3 × 3
7 CSPGhost 165,024 256
8 GhostConv 597,248 2 512 3 × 3
9 SPP 656,896 512

10 CSPGhost 564,672 512

Due to the redundancy and similarity of features that are often present in feature
maps generated by standard convolutions, Han et al. proposed an innovative structure
called the Ghost Module to address this issue. The Ghost Module significantly reduces the
model’s complexity without reducing the number of feature maps. The schematic diagram
of this structure is shown in Figure 5. Firstly, intrinsic feature maps are extracted using a
1 × 1 convolution layer. Then, more economical linear operations are applied to generate
the remaining feature maps using a 5 × 5 convolution layer. Finally, the outputs of these
two layers are concatenated to form the final feature map of the Ghost Module.

Figure 5. Ghost Module structure diagram.

The Ghost Bottleneck is divided into two structures based on the stride, as shown in
Figure 6. The Bottleneck with a stride of 1 consists of two concatenated Ghost Modules.
The first Ghost Module is used to expand the number of channels, and the second Ghost
Module reduces the number of channels to match the input channel count. This structure is
employed to increase the network’s depth without compressing the height and width of the
input feature layer. The Bottleneck with a stride of 2 introduces a Deepwise convolution
with a stride of 2 between the two Ghost Modules, compressing the height and width of
the input feature layer and altering its shape. Since the CSPBottleneck_1 in the YOLOX
model uses a convolution with a stride of 1, the Ghost Bottleneck in this paper adopts a
structure with a stride of 1.
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Figure 6. Two GhostBottleneck structures.

3.2. Feature Fusion Network Improvement Strategy

The neck network of YOLOX adopts the PAFPN structure for fusion, as shown in
Figure 7. The original image undergoes feature extraction by the backbone network,
producing three feature layers of different sizes: P1, P2, and P3. In the FPN structure, P1,
P2, and P3 are fused through lateral connections and top-down sampling paths to generate
the fused feature maps f1, f2, and f3. This structure merges high-level and low-level feature
maps, facilitating the transmission of strong semantic features. Then, f1, f2, and f3 are
further fused through lateral connections and bottom-up sampling to generate the feature
maps F1, F2, and F3, enabling the transmission of positional information from the bottom
layers to the top layers. Finally, the fused feature maps are input into the prediction layer
to achieve accurate image prediction. In this paper, the CoT block is introduced into
CSPBottleneck_2 to utilize context information between input keys to guide self-attention
learning, as depicted in Figure 8.

Figure 7. The schematic diagram of the PAFPN network.

The Transformer structure based on self-attention possesses powerful global modeling
capabilities and has achieved remarkable success in natural language processing. In recent
years, it has also demonstrated good performance in computer vision tasks. However, most
Transformer structures directly apply self-attention on two-dimensional feature maps to
obtain attention matrices based on a query and key for each spatial position. However, the
contextual information between adjacent keys is not fully utilized. To address the problem
of feature loss in Transformer, Li et al. proposed a new attention structure [31], namely,
the Contextual Transformer (CoT) block. This module promotes self-attention learning
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by leveraging contextual information between keys, ultimately enhancing the network’s
representational capacity.

Figure 8. (a) Schematic diagram of CSPBottleneck_2 structure. (b) Schematic diagram of CoTBottle-
neck structure.

The CoT block employs a Transformer structure to simplify the extraction process of
effectively related features over long distances in the image, expanding the receptive field
and better utilizing the context features of key points. Firstly, query vectors Q (Query), key
vectors K (Keys), and value vectors V (Values) are created using a weight matrix. Then,
by applying a 3 × 3 convolution operation to adjacent keys, the contextualization of key
feature information is performed, transforming it into a representation of static feature
information. The contextualized key features are then concatenated with the query vector
and undergo two consecutive 1 × 1 convolutions to generate an attention matrix. This
concatenation process connects the query vector with the contextualized key features of all
key vectors, enabling the attention matrix to learn and generate under the guidance of static
contextual information, effectively enhancing self-attention. Subsequently, by multiplying
the attention matrix with the value vector, dynamic feature information of the input value
vector is obtained. Finally, the static feature information and dynamic feature information
are added together as the output. The structure diagram of the CoT block is shown in
Figure 9.

Figure 9. Contextual Transformer (CoT) block.

From a computational perspective, for the input feature X, first, define three variables
K, Q, and V, representing the query vector Q, key vector K, and value vector V, respectively.
Context encoding of the input keys is performed through a 3 × 3 convolution to obtain the
static contextual features K1 between locally adjacent keys. K1 is then concatenated with Q,
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and through two consecutive 1 × 1 convolutions, a matrix, A, is obtained. The expression
for matrix A is shown in Equation (1):

A = [K1, Q]WθWδ (1)

Then, multiplying matrix A by V obtains the dynamic contextual features K2. The
expression for K2 is shown in Equation (2):

K2 = V ⊗ A (2)

Finally, the local static contextual feature information K1 and dynamic contextual
feature information K2 are added together to obtain the output Y. The expression for Y is
shown in Equation (3):

Y = K1 + K2 (3)

By introducing the CoT block into the feature fusion network, it helps to increase the
receptive field. Combining contextual information and self-attention learning enhances the
network’s ability to integrate local and global information in images. Since the CoT block
focuses on long-distance correlations, it can better handle the relationships between objects,
contributing to improved robustness and generalization in object detection.

3.3. Loss Function Improvement

The localization loss function, also known as the regression loss function, aims to
measure the distance deviation between the final predicted box and the ground truth box.
This distance difference is calculated through a specific function, transforming it into a
loss value. Subsequently, the weight parameters are adjusted through backpropagation
of errors to gradually bring the predicted box closer to the ground truth box. The original
YOLOX algorithm uses IoU Loss as the localization loss function. IoU is a simple metric for
measuring the distance between the predicted box and the target box by calculating the
intersection over union of the predicted box and the ground truth box. When the predicted
box and the ground truth box do not intersect, the IoU value is 0, which does not accurately
reflect the distance between them. Additionally, IoU cannot precisely indicate the degree of
overlap between the predicted box and the ground truth box.

To address the aforementioned issue, this paper replaces IoU Loss with Focal_EIoU
Loss [32], as shown in Equation (4). Focal_EIoU Loss effectively tackles the problem of
a sample imbalance and enhances the accuracy and robustness of object detection by
combining the class recognition capability of Focal Loss and the positional accuracy of
EIoU Loss. Specifically, Focal_EIoU Loss focuses on difficult and misclassified samples
by reducing the weight of easily classifiable samples. Here, γ is an adjustment factor
controlling the curvature of the curve, so that the loss for correctly classified samples is
reduced, while the loss for misclassified samples is increased. EIoU Loss consists of three
parts: IoU loss, center distance loss, and width–height loss, which consider the overlap
area of the bounding box regression, the distance between centers, and the differences in
width and height of the edges. This formulation helps mitigate the issues that are present
in IoU Loss to some extent.

Focal_EIoU Loss = IoUγEIoULoss
EIoULoss = LossIoU + Lossdis + Lossasp

= 1 − IoU + p2(b,bgt)
c2 + p2(w,wgt)

C2
w

+ p2(h,hgt)

C2
h

(4)

4. Experiments
4.1. Experimental Environment and Settings

All experiments in this article were conducted in the same environment, with detailed
configurations as shown in Table 3.

The experiment employed the single-stage object detection algorithm YOLOXs. The
detailed experimental parameters are provided in Table 4.
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Table 3. Experimental environment.

Category Version Number

System ubuntu20.04
CPU Intel Xeon Processor (Skylake)

Memory 23 GB
GPU NVIDIA GeForce RTX 3090

Graphics memory 24 GB
Python version 3.7.0

Deep learning framework pytorch1.10.1
Environment CUDA11.4

Table 4. Experimental parameters.

Parameters Value

Optimizer Adam
Initial learning rate 10−2

Momentum 0.9
Number of training rounds 300 epoch

Input size 640 × 640

4.2. Introduction to the Experimental Dataset

The dataset used in this paper comprises 638 images collected by Roboflow from
two aquariums in the United States: the Henry Doorly Zoo in Omaha and the National
Aquarium in Baltimore [33]. The Roboflow team annotated the images for object detection.
This dataset includes seven marine creatures, as shown in Figure 10, namely, fish, jellyfish,
penguins, sharks, parrotfish, yellow tangs, and starfish. Through techniques such as
rotation and flipping for data augmentation, the dataset was expanded to 4670 images. The
distribution of each category in the dataset is depicted in Figure 11.

Figure 10. Dataset samples, namely, (a) fish, (b) jellyfish, (c) penguins, (d) sharks, (e) puffins,
(f) stingrays, (g) starfish.

Figure 11. Distribution of labels.
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4.3. Implementation Details

To provide a more intuitive and accurate evaluation of object detection algorithms and
facilitate comparisons between different object detection algorithms, this paper employs
several commonly used evaluation metrics for object detection networks. These metrics
include precision, recall, AP (average precision), mAP (mean average precision), parame-
ters, GFLOPs (Giga Floating-point Operations per Second), FPS (Frames Per Second), and
model size.

Precision, representing accuracy, evaluates the model’s correctness by calculating the
ratio of true positive samples (correctly predicted positive samples) to the total samples
that are predicted as positive by the model. TP denotes the number of actual positive
samples that are predicted as positive by the model, and FP represents the number of actual
negative samples that are predicted as positive by the model. The calculation formula is as
shown in Equation (5).

Precision =
TP

TP + FP
(5)

Recall, also known as sensitivity or the true positive rate, refers to the proportion of
correctly predicted positive samples among all actual positive samples. FN represents
the number of actual positive samples that are predicted as negative by the model. The
calculation formula is as shown in Equation (6).

Recall =
TP

TP + FN
(6)

AP, or average precision, is a metric used to evaluate the accuracy of a model in multi-
class classification problems, with values ranging from 0 to 1. It is obtained by calculating
the average precision and recall at different confidence thresholds. One common method
for calculating AP is by plotting the precision–recall (PR) curve, where the x-axis represents
recall and the y-axis represents precision. A larger area under the PR curve indicates a
better model performance, as it signifies the model’s ability to maintain high precision and
recall at different thresholds. The calculation formula is as shown in Equation (7).

AP =
∫ 1

0
P(R)dr (7)

mAP, or mean average precision, is the average value of AP across different classes.
It is calculated as the mean of AP for each class, as shown in Equation (8), where ‘m’
represents the number of classes or labels.

mAP =
1
m∑m

i=1 APi (8)

The size of mAP depends on the predefined IoU threshold, where IoU (intersection
over union) is a metric that is used to measure the overlap between the predicted boxes
and ground truth boxes. It is calculated by determining the ratio of the intersection area
of the predicted box and the ground truth box to the union area of the two. The specific
formula is shown in Equation (9):

IoU =
A ∩ B
A ∪ B

(9)

where A represents the predicted box, and B represents the ground truth box. A ∩ B
denotes the intersection area between the predicted box and the ground truth box, and
A ∪ B represents the union area of the predicted box and the ground truth box.

In object detection, besides the commonly mentioned evaluation parameters, there
are other metrics that can also assess a model’s performance. Parameters refer to the
total number of parameters in the model that need to be learned, including weights and
biases. The parameter count is typically used to measure the size of the model, indicating
the amount of the storage space that the model occupies. In object detection, a smaller
model parameter count is beneficial for deployment on resource-constrained devices, such
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as mobile devices or embedded systems. GFLOPs indicate the number of floating-point
operations that the model performs per second and is commonly used to measure the
computational complexity of the model. GFLOPs depend on the model’s architecture, the
number of layers, and the resolution of input images. Lower GFLOPs suggest that the
model has a relatively lower computational overhead during inference, making it more
suitable for environments with limited computational resources. FPS represents the number
of frames processed per second in an image sequence, serving as a metric for measuring
the inference speed of the model. In real-time applications, a higher FPS indicates that the
model can process input images more quickly, which is crucial for scenarios requiring a
real-time response, such as video surveillance and autonomous driving. Therefore, when
selecting object detection models, it is essential to consider multiple aspects, including
accuracy, computational complexity, and inference speed. The choice should be made based
on the specific requirements of the application. In underwater object detection applications,
where the memory in underwater devices is limited, researchers need to design smaller
and more efficient model structures and parameter settings to reduce computational and
storage requirements without sacrificing performance.

4.4. Ablation Experiments

In order to validate the effectiveness of each improvement module, detailed ablation
experiments were conducted in this study. Experiment 1 involved the YOLOXs network; Ex-
periment 2 introduced Ghost Conv and Ghost Bottleneck into the backbone network based
on Experiment 1; Experiment 3 introduced a CoT block into the feature fusion network
based on Experiment 2; Experiment 4 represented the final improved network, replacing the
IoU Loss function with Focal_EIoU Loss based on Experiment 3. Table 5 shows the impact
of different improvement strategies on the model’s detection performance, while Table 6
demonstrates the influence of different improvement strategies on the model’s complexity.

Table 5. Performance comparison of different improved models.

Index Ghost Conv,
Ghost Bottleneck CoT Block Focal_EIoU Loss P/% R/% mAP@0.5/% Params/M FPS

1 87.1 77.8 83.3 8.05 83.3
2

√
90.6 74.7 82.7 6.08 77.1

3
√ √

86.7 76.6 83.5 6.06 65
4

√ √ √
90.8 77 84.4 6.06 64.4

Table 6. Comparison of complexity of different improved models.

Index Ghost Conv,
Ghost Bottleneck CoT Block Focal_EIoU

Loss GFLOPs Model
Size/MB

1 21.6 15.5
2

√
15.9 11.8

3
√ √

15.9 11.8
4

√ √ √
15.9 11.8

Based on the comprehensive analysis of the results, it is evident that with the introduc-
tion of Ghost Conv and Ghost Bottleneck into the backbone network, although the mAP
value decreased by 0.6%, there were significant reductions in parameters, computations,
and model size. Specifically, the parameter count decreased by 1.99M, representing a reduc-
tion of approximately 24.47%, while the computation decreased by 5.7, with a reduction of
approximately 26.39%. Moreover, the model size decreased by 3.7, indicating a reduction
of around 23.87%. This suggests that such a strategy effectively addresses the limited
memory capacity and computational resources of small underwater devices, meeting the
requirements of practical applications.

Upon introducing the CoT block into the feature fusion network, the mAP value in-
creased by 0.8%. This indicates that this strategy, by incorporating contextual information,
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assists the model in better understanding the position and semantic information of target
objects in the entire image, thereby improving the accuracy of the target localization. How-
ever, there was a significant decrease in FPS, possibly due to the Contextual Transformer
module needing to capture long-range dependencies in the input data, leading to increased
computation steps and time, resulting in the decrease in FPS. Upon replacing the IoU
Loss function with Focal_EIoU Loss, the mAP value increased by 0.9%. This suggests that
Focal_EIoU Loss, by introducing a more accurate measure of target localization, can better
optimize the object detection model and improve the detection performance.

In summary, compared to the initial model, the improved YOLOXs model achieved a
1.1% increase in mAP value, a reduction of 2.01M parameters, a decrease of 5.7 GFLOPs,
and a reduction in model size of 3.7 MB.

According to the experimental results, four sets of PR (precision–recall) curve graphs
were plotted, as shown in Figure 12. The four graphs, respectively, display the PR curves
for each class and the average PR curve for all classes. It can be observed that the area
enclosed by the PR curve of the improved YOLOX is larger than that of the other four
methods. This indicates that the four proposed improvement methods in this paper can
enhance the model’s performance to some extent, validating the effectiveness of these
improvement methods.

Figure 12. PR curves for the four experimental groups’ test results. (a) PR curve for YOLOXs’s test
results; (b) PR curve for Experiment 1’s test results; (c) PR curve for Experiment 2’s test results; (d) PR
curve for Experiment 3’s test results.
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4.5. Comparative Performance Analysis of Different Loss Functions

In the model improvement, YOLOXs replaced IoU Loss with Focal_EIoU Loss as the
localization loss function. Figure 12 shows the variation in loss values for the two loss
functions under the same experimental environment. From Figure 13, it can be observed
that adopting Focal_EIoU Loss results in faster and smoother model convergence, and it
has the lowest loss values.

Figure 13. Loss function performance comparison plot.

4.6. Cross-Sectional Comparative Analysis of Different Detection Models

To further demonstrate that the improved model in this paper performs better for
underwater object detection compared to other models, YOLOXs before and after im-
provement is trained and compared with other classical models using the same training
parameters and dataset. The results are shown in Table 7. From the comparison, it can be ob-
served that, relative to current mainstream detection models such as Faster-RCNN, Cascade
R-CNN, SSD, YOLOv3, YOLOv5s, and yolov7_tiny [34], the model proposed in this paper
achieves the highest mAP value of 84.4% for the underwater organism dataset. In terms
of parameter count and computational complexity, the model in this paper is significantly
superior to other models. Overall, the algorithm in this paper shows good performance in
these metrics, confirming the advantages of the proposed improvement methods.

Table 7. Comparative experimental analysis of different models.

Model mAP@0.5/% Params/M GFLOPs

Faster-RCNN 80.7 41.15 20.32
Cascade R-CNN 79.1 68.94 22.34

SSD 70.4 24.55 34.59
YOLOv3 76.4 61.56 19.40
YOLOv5s 78.9 7.04 16.0

yolov7_tiny 72.9 6.02 13.1
Ours 84.4 6.06 15.9

4.7. Detection Performance Comparison and Analysis

To visually showcase the performance of the improved model, this study selected
images from the validation set to compare and display the detection results before and
after improvement. As shown in Figure 14, the top row (a) displays the detection results of
the original YOLOXs model, while the bottom row (b) shows the detection results of the
improved YOLOXs model. Through these images, it is evident that the original YOLOXs
model in the top row exhibits issues of missed detections and false positives in underwater
images with blurriness, and it has lower accuracy in detecting small objects. In contrast,
the improved model in the bottom row demonstrates higher accuracy. In summary, the
proposed model shows excellent detection capabilities in complex environments.
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Figure 14. Comparison chart of detection effect. (a) YOLOXs detection results; (b) Detection results
of YOLOXs after improvement.

5. Conclusions

Underwater target detection serves as the foundation for underwater robots to achieve
automated detection and grasping operations. To facilitate the development and utilization
of marine resources, focusing on marine organisms as the detection target, this paper
proposes a novel model named YOLOXs-GCE, which is an improvement compared with
YOLOXs. Firstly, Ghost Conv and Ghost Bottleneck are introduced into the backbone
network, significantly reducing the model’s parameter count, computational load, and
size, while sacrificing a minimal amount of model accuracy. This lightweight processing
method effectively addresses the challenge of underwater image processing under resource-
constrained conditions. Subsequently, the CoT block is incorporated into the feature fusion
network, enhancing the model’s understanding, representation, and generalization capa-
bilities through advantages such as context awareness, parameter sharing, and parallel
computing. Finally, IoU Loss is replaced with Focal_EIoU Loss to mitigate the issue of
imbalanced positive and negative samples, thereby improving the model’s localization
ability, prediction performance, and convergence speed. Our experimental results demon-
strate that the improved YOLOXs-GCE model achieves an mAP value of 84.4% on the
underwater biological dataset detection, with 6.06M parameters, a computational load of
15.9, and a model size of 11.8M.

This study confirms that YOLOXs-GCE, with its lightweight design and efficient per-
formance, is particularly suitable for underwater equipment with limited resources. It
demonstrates outstanding robustness in addressing the variability and challenges of the
underwater environment. Looking ahead, we plan to further validate the effectiveness of
the YOLOXs-GCE model on a wider range of underwater image datasets and explore the
model’s application potential in actual underwater environments, such as the autonomous
navigation of underwater devices and biodiversity monitoring. Additionally, considering
the real-time requirements and resource limitations that may be encountered in practical
applications, we will continue to optimize the detection accuracy of the model while reduc-
ing its complexity. Although this study has achieved certain results, further improvement
in detection accuracy remains a focus of our research. We look forward to pushing the
YOLOXs-GCE model into a broader range of underwater application scenarios through
continuous efforts.
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