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Abstract: The current research on text-guided 3D synthesis predominantly utilizes complex diffusion
models, posing significant challenges in tasks like terrain generation. This study ventures into the
direct synthesis of text-to-3D terrain in a zero-shot fashion, circumventing the need for diffusion mod-
els. By exploiting the large language model’s inherent spatial awareness, we innovatively formulate
a method to update existing 3D models through text, thereby enhancing their accuracy. Specifically,
we introduce a Gaussian–Voronoi map data structure that converts simplistic map summaries into
detailed terrain heightmaps. Employing a chain-of-thought behavior tree approach, which combines
action chains and thought trees, the model is guided to analyze a variety of textual inputs and
extract relevant terrain data, effectively bridging the gap between textual descriptions and 3D models.
Furthermore, we develop a text–terrain re-editing technique utilizing multiagent reasoning, allowing
for the dynamic update of the terrain’s representational structure. Our experimental results indicate
that this method proficiently interprets the spatial information embedded in the text and generates
controllable 3D terrains with superior visual quality.

Keywords: text-to-3D; multiagent; chain-of-thought; large language model; LLM’s spatial awareness;
terrain synthesis

1. Introduction

Recent initiatives like Dream3D [1] have marked considerable progress in translating
text into 3D models, managing to create complex and stylistically varied 3D entities un-
der zero-shot conditions. However, these advancements typically depend on 2D images
generated by diffusion models [2], leading to outputs with limited precision control. This
limitation becomes particularly pronounced in tasks that demand extensive scope and
detail, such as 3D terrain generation. In these scenarios, the existing methods often falter
in accurately interpreting spatial information, including direction and location, from text
inputs. Furthermore, the task of making precise modifications to pre-existing 3D models
through text commands remains a formidable challenge in the realm of diffusion-model-
based techniques, as these methods generally lack the finesse to enact localized alterations
on 3D structures based purely on textual directives.

Diverging from the standard text-to-3D paradigms, our approach eschews the use of
diffusion models and multiview synthesis, the typical intermediaries. Instead, it directly
leverages large language models. Although these models are adept at parsing textual
data, their proficiency in decoding spatial information—such as instructions to “generate
a bouquet of flowers in the top-left corner of the image” or “draw a sea adjacent to this
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volcano”—is notably limited. This shortfall often results in inaccuracies when they are di-
rectly employed for crafting complex and expansive terrain datasets, occasionally yielding
outputs that starkly deviate from the intended text descriptions. The architecture of our
method is delineated in Figure 1.
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Figure 1. In summary, our method mainly consists of two aspects of design. The first aspect is the
text-to-data process for capturing data from text, which is primarily achieved by the chain-of-thought
behavior tree and Multiagents update strategy. On the other hand, the data-to-terrain process is
implemented mainly by the Gaussian–Voronoi map. This process completely abandons the diffusion
model, allowing us to generate and edit our 3D models more accurately.

To surmount this challenge, we employ “heightmaps” as a foundational tool for terrain
depiction [3] and introduce a novel terrain description data structure: the Gaussian–Voronoi
map. This structure is designed to generate complex and varied 3D terrains from minimal-
istic input data. The Gaussian–Voronoi map processes simple terrain descriptions using
Gaussian functions, efficiently morphing them into intricate terrains. Subsequently, we
developed a chain-of-thought behavior tree method. This novel approach, anchored in
thought chains and behavior trees, steers the large language model in distilling terrain
features from textual inputs and translating these features into standardized terrain informa-
tion data. This information then informs the Gaussian–Voronoi map to produce preliminary
3D terrains. During the terrain detail adjustment phase, we deployed a multiagent system,
with independent agents assigned to specific terrain features on the Gaussian–Voronoi
map. These agents dynamically refine the 3D terrain based on textual instructions, thereby
enhancing the method’s adaptability and utility.

Our experimental findings affirm that our approach not only grasps the spatial in-
formation contained in the input texts but also generates high-quality 3D terrains that
fulfill diverse editing requirements and surpass the performance of conventional text-to-3D
generation methods.

In summary, our contributions are as follows:

1. Introduction of the Gaussian–Voronoi map, an innovative expression of 3D terrain,
capable of receiving simple terrain descriptions in Gaussian function format and
transforming them into detailed 3D terrains;

2. A chain-of-thought behavior tree method for large language models, enabling the
systematic extraction and quantification of precise terrain features from varied textual
inputs into data with a standardized scale;
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3. A multiagent-based text-to-terrain modification strategy that effectively fulfills terrain
modification needs from textual inputs, ensuring coherent terrain evolution through
the deployment of multiple agents.

2. Related Works
2.1. Text-to-3D Generation

The development [4–6] of diffusion models and high-quality novel view synthesis
technologies has recently made generating 3D models a hot topic. The usual approach in-
volves using diffusion models to generate 2D images, building an intermediate bridge from
text-to-3D models, and then using novel view synthesis methods to generate 3D models
from images. Some studies [7–11] attempt to express 3D models in the form of implicit
neural radiance fields, while other methods [12–21] focus on more traditional forms, such
as voxels, point clouds, and meshes. One important thing is, benefiting from the excellent
3D scene synthesis quality provided by recent 3D Gaussian splatting, researchers have
proposed methods [22–24] for generating 3D models with higher quality or performance.
The biggest challenge faced by these methods is the instability of obtaining multiview im-
age information from diffusion models. In response to this problem, diverse solutions have
been proposed: some methods [25,26] guide the diffusion model to generate images with
better consistency in the form of image priors; others have achieved zero-shot 3D synthesis
by introducing CLIP [27,28] technology. Among them, Dream3D, by introducing a 3D
shape prior mechanism, uses a prior model as an initializer for the neural radiance field
and gradually optimizes it with a full prompt, achieving high-quality text-to-3D effects.

2.2. Large Language Models

The advent of large language models (LLMs), such as GPT-4, has introduced their
reasoning capabilities into decision making across various fields. Scholars and experts have
started to study the reasoning mechanisms and action methods in language models, such
as React [29] and Self-Refine [30]. Among them, the chain-of-thought [31,32] technique has
proven that, without any additional training, simply structuring the input text to the large
language model can guide it to better understand the input text.

Beyond research related to prompt engineering, people have also explored the capa-
bilities of large language models in addressing various problems. Some studies [33,34]
have pointed out that the reasoning ability of large language models is significantly en-
hanced when abstract problems are referred to with real-world scenarios, while some other
studies [35–37] also find that large language models still have potential superior reason-
ing capabilities compared with traditional language models even when facing abstract
problems such as finding the shortest path.

Moreover, prior to this paper, it was generally believed that large language models
have poor spatial awareness and struggle with spatial geometric problems. Our method
explores the reasoning quality of LLMs in Euclidean space scenarios from another angle,
powerfully demonstrating the immense potential of LLMs in spatial perception.

2.3. Agent Technologies Based on Large Language Models

Humans have always pursued artificial intelligence that is equivalent to or surpasses
human intelligence, and agents are considered an effective means to achieve this pur-
suit. Recent works have started creating agents with advanced planning and judgment
capabilities using large language models. Among them, some studies [38–41] focus on en-
hancing the problem-solving capabilities of multiagent systems, such as Stable-Alignment,
which creates a guiding dataset through interactions between LLM agents, strengthen-
ing the perception and collaboration capabilities among multiple agents; the Dynamic
LLM-Agent Network proposes a strategic team of agents method, DyLAN, allowing mul-
tiple agents to interact within a task-based dynamic framework. Another part of the
research [42–44] focuses more on simulating social behaviors with multiple agents, such as
generative agents, which created a virtual human community led by agents, successfully
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simulating some aspects of human society’s operation; language agents with reinforcement
learning use agents to simulate strategic role playing in the Werewolf game.

In our research, we equip agents with short-term memory and abstract tasks for the
real-time secondary editing of terrain features, opening new avenues for agent applications.

3. Method

We introduce a novel method to generate complex 3D terrain models. This method
overcomes the limitations of existing diffusion-model-based approaches, which struggle
with large and complex terrains. This difficulty arises because diffusion models have
limited spatial awareness, such as understanding directional information (north, south,
east, west) within images, and cannot convert text describing terrain orientation into data.
Additionally, this limitation makes it challenging to make localized changes to already-
generated models using only text. Our method leverages the spatial awareness capabilities
of large language models, bypassing diffusion models, and is divided into three steps: First,
we design a Gaussian–Voronoi map data structure to generate complex terrain heightmaps
from simple data inputs. Second, we construct a chain-of-thought behavior tree strategy to
extract terrain data from text inputs. Lastly, we introduce a multiagent-based method for
terrain feature adjustment to support detailed editing and updating of generated terrains
through text.

3.1. Gaussian–Voronoi Map

The primary challenge in generating terrain data using large language models is
the lack of stability when outputting large amounts of text, making it difficult to directly
output complex terrain data. To tackle this challenge, we introduce the Gaussian–Voronoi
map, an innovative data structure. This method combines the spatial partitioning capa-
bility of Voronoi diagrams with the smoothing characteristics of Gaussian functions to
simulate diverse terrain features. Figure 2 explains the working principle of the Gaussian–
Voronoi map.

Large Language Model

output

mapping

Gaussian Data Voronoi Data Height Map

Text Input: a mountain on the northeast corner of the map�

�

Figure 2. Significant differences exist between the cells of the original Voronoi diagram. To ensure
that terrain generation is roughly equivalent across the map, we apply Lloyd’s relaxation to the
Voronoi diagram. This maintains a basic uniformity in cell sizes.

Specifically, we first use a Gaussian function to roughly express the height of a cer-
tain area:

G = h · e−
d2
w (1)
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where h represents the elevation height represented by the Gaussian function, w is the
influence weight of the Gaussian function on the map, and d is the distance from any point
on the map to the center of the Gaussian function. Diverging from traditional Gaussian
applications, we avoid using a covariance matrix for scaling and rotation control. Instead,
we add multiple Gaussian functions to simulate these effects. This simplification helps
the large language model process terrain features more efficiently, reducing potential
errors. Instead, we achieve a similar effect by adding more Gaussian functions on the map.
The advantage of this method is that, since the parameters of the Gaussian functions are
generated by a large language model, omitting control over rotation and scaling simplifies
the dimensions that the model must handle when analyzing terrain features, thereby
effectively reducing the potential error rate. This strategy aims to leverage the capabilities
of large language models while alleviating their burden in handling complex terrain
generation tasks.

After generating Gaussian data, we integrate them into a Voronoi diagram. This step
divides the space into regions, each influenced by a Gaussian peak, creating a more varied
terrain. We use Voronoi diagrams to subdivide the plane into several approximately equal-
sized areas. For any pixel point on the plane, we find the nearest Voronoi point pi, thus
determining the Voronoi area to which the pixel point belongs; next, for each pixel point
corresponding to pi, we shape the terrain details by overlapping Gaussians. To capture
the terrain’s randomness and diversity, we go beyond letting each Gaussian impact the
terrain uniformly. We employ a probability function, ci,j, to decide if a Gaussian Gj affects a
specific point, enhancing the model’s realism and flexibility. The probability function is
determined by two Gaussian distribution functions:

ci,j = e
−

d2
j

nwj (2)

where dj, wj, and n have the same meanings as in the previous formula, with n being the
L2 norm of the map size. For all Gj determined to be superimposed on pi, we simply sum
their values to obtain the value of that block:

H(pi) =
k

∑
j=1

Gj (3)

Finally, rendering each block according to its data into a grayscale image yields
the 3D terrain heightmap. By inputting data to the large language model in the form of
Gaussians and decoding them through the Gaussian–Voronoi map structure, we can convert
simple summaries of terrain features into complex terrains; by adjusting the number of
Voronoi blocks, we can obtain 3D terrain heightmaps of specified size and complexity.
We chose Gaussian as the container for simple terrain features mainly because Gaussian
can summarize the general terrain height with just four parameters, as mentioned above:
the two-dimensional coordinates, elevation height, and influence weight, allowing the
large language model to describe and adjust 3D terrains with high accuracy. On the other
hand, the Gaussian construction is simple, clear, and common, reducing the difficulty of
describing the necessary data content and its significance to the large language model.
The strong advantages brought by Gaussian enable us to achieve high-quality data output
even with zero-shot, which will be detailed in the experimental section. The choice of
Voronoi for converting simple data to complex data is due to its ability to divide the entire
image with almost equal weight and its rich randomness, which can better simulate 3D
terrain scenes, as has been fully verified in some game-making methods before.

However, directly using the Gaussian–Voronoi map to generate heightmaps causes
some problems: in many situations, this generation method may lead to overly abrupt
height changes. The root cause of this problem is the superposition of multiple Gaus-
sians, which may create significant height differences in specific areas compared with
surrounding areas.
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To solve this problem, we adopted a simple and effective method, namely, directly
applying Gaussian blur on the Gaussian–Voronoi map. Although there was initial concern
that this might cause terrain features with large height differences, such as cliffs, to appear
smooth, in practice, we found that the height differences shaped by these terrain features
themselves were sufficient to offset the smoothing effect of the blur. At the same time,
the height differences in exceptional areas are not easily affected by the blur, so this
method has shown considerable robustness in practice. Figure 3 shows the effect of using
Gaussian blur.

Height Map 3D Terrain

Text 1：mountains at random locations on the map.

Height Map 3D Terrain

Text 2：circular mountain range with depression.

After Blur After Blur

Figure 3. The essence of Gaussian blur is the elimination of excessive high-frequency information
contained in our heightmap. This occurs during the mapping from Gaussian to Voronoi, and is
difficult to avoid at this stage, as our fundamental purpose is to extract as much high-frequency
information as possible from the ultra-low-frequency information in Gaussian, thereby enhancing
the richness and complexity of the random terrain.

Through this simple and ingenious processing method, we successfully mitigated the
issue of overly abrupt height changes caused by the superposition of multiple Gaussians,
improving the smoothness of the generated heightmaps while maintaining a reasonable
representation of terrain features. This adjustment not only effectively enhanced the quality
of the generated results but also ensured that important details of the original terrain were
not lost in the blurring process.

3.2. Chain-of-Thought Behavior Tree

Our goal is for large language models to process various types of text inputs and extract
sufficient spatial information. This includes directly requesting the generation of specific
geographical structures at certain coordinates or indirectly describing the orientation and
partial features of terrains. To achieve this, the model must perform a degree of reasoning
on the text inputs. This requires the large language model to perform a certain degree of
reasoning on the text inputs. To accurately interpret the terrain and spatial information
contained within the input texts, a common method involves guiding the large language
model through a thought chain to think in steps according to a set logic, and extensive
research has demonstrated the effectiveness of this approach. However, considering the
diversity of text inputs, guiding the large language model to recognize text content in a
fixed pattern still cannot accurately and effectively process various inputs.

We developed a zero-shot guidance method, named the chain-of-thought behavior
tree. This method combines thought chains and behavior trees to guide the large language
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model. It processes data using different reasoning logics for analyzing terrain feature
information. For each input text, we engage the large language model in multiple rounds of
interaction. In each round, we present guiding text in a fill-in-the-blank format. The model
is tasked with completing these blanks based on the input text. The answers to these fill-in-
the-blanks are then used as criteria in the behavior tree to determine which logical path the
large language model should follow in subsequent guidance. To maintain continuity and
consistency of context, in subsequent guiding inputs, we not only provide new guiding
texts but also include the answers formed by the large language model in the previous
judgment process, thus achieving a step-by-step reasoning process.

Figure 4 illustrates a simple model of the chain-of-thought behavior tree. Here,
the large language model first checks if the input text includes data for constructing
Gaussians. If so, the data are directly cached; otherwise, it begins to build data step-by-step.
In the data construction process, to ensure the consistency of data measurement scales, we
have the large language model first convert text information from diverse natural languages
into specific geographical concepts, and then generate data from these concepts according
to the given scale standards.

�

Text Input: I need a map, create a 

sharper incline on the western side 

rising towards a small peak.

 

isn’t

There (are/aren’t) any exact data.

 There aren’t any exact data,

but there (are/aren’t) terrain features.

� 3

 There aren’t any exact data,

there are (digit) exact data.

� ...

 There aren’t any exact data,

but there are 3 terrain features.

the first terrain feature is(), 

it (will/won’t) update elevation

� incline, will
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but there are 3 terrain features.

the first terrain feature is incline,

it will update elevation, 

it will be more (high/low).

� high

 There aren’t any exact data,

but there are 3 terrain features.
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 (ramdom/reasoning) the data

� ...

 
user

LLM

System

 There aren’t any exact data,

but there are (digit) terrain features.

� 3

 return BadInputError

Figure 4. Similar research exists in related fields, where our method shares certain similarities with
the thought-of-tree strategy. Unlike ToT and other LLM tree-reasoning methods that require LLMs
to evaluate the current state on their own and use thought generators to automatically generate
solutions, which allows the large language model to offer more ideas for unknown problems, suitable
for complex situations with uncertain text domain problems, our method directly fixes the LLM’s
thought path without the need for additional solutions. This is because, in our scenario, the final
problem to be solved has been fixed as "extracting terrain feature data from input text information",
so we do not need LLMs to diverge too much but rather to gradually deduce and refine data based on
the given solutions. Even in the final step of data generation, since our method can continue to edit
the 3D terrain subsequently, there aren’t any exact data required for LLMs to provide the best solution
in one step. Compared with ToT, our method offers better controllability and lower performance
overhead, as the number of times text information is input to LLMs is significantly reduced.

The chain-of-thought behavior tree method significantly enhances the large language
model’s ability to refine data from diverse input data when solving a single problem.
Compared with a single thought chain, the behavior tree can dynamically adjust the
reasoning path based on different features of the input, allowing the model to better
adapt to different problems and scenarios, which is very important in our specified zero-
shot scenario because it cannot be assumed for all types of problems. At the same time,
by providing a clear structure of behavior trees and execution of thought chains, we offer
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clear decision-making and reasoning paths, making the model’s decision process more
transparent and traceable, thereby enhancing the interpretability of the model’s output.
By combining the Gaussian–Voronoi map and chain-of-thought behavior tree, the model is
endowed with sufficient spatial awareness to generate diverse high-quality initial terrains.
In the next section, we will discuss how to use text to make secondary modifications to the
initial terrain.

3.3. Multiagent Update Strategy

In our study, we introduce a refined methodology to enhance the 3D terrain generation
process using a new multiagent strategy. This strategy stems from the recognition that a 3D
map embodies an ensemble of distinct terrain features, which are depicted using Gaussian
functions within our Gaussian–Voronoi map framework. Our approach aims to facilitate
the meticulous manipulation of specific map regions through the calibration of existing
Gaussian functions or the introduction of new ones.

Upon the initial rendering of the 3D landscape, we implement a hierarchical multiagent
system to refine and perfect the terrain. The process commences with the submission of
modification directives and Gaussian parameters to the overseeing agent of agents. This
pivotal agent assesses the overall terrain configuration to decide whether to engage the add
or modify strategy.

When the add strategy is activated, the agent of agents, utilizing a bifurcated chain-of-
thought behavior tree, initiates the process by incorporating additional Gaussians into the
extant map schema. On the other hand, the modify strategy initiates with each agent con-
ducting a preliminary hypothetical modification of their assigned Gaussian, independent
of other Gaussians. The initial phase, or the first branch of their dedicated chain-of-thought
behavior tree, enables an isolated assessment of potential adjustments. It does so without
the influence of neighboring terrain features. Following this provisional step, the agents
embark on the second part of their evaluation, the second branch of the behavior tree.
Here, they scrutinize the outcomes of the assumed modifications in the context of the
collective Gaussian landscape. This comprehensive analysis enables agents to discern
the interplay between their Gaussian and adjacent ones, leading to a more informed and
precise calibration of the terrain. Such a sequential approach ensures that any Gaussian
whose modified presence is virtually nonexistent—whose influence on the terrain’s relief is
minimal to none—is systematically removed. This two-part chain-of-thought process not
only refines individual features but also harmonizes the collective adjustments, resulting in
an intricately detailed and cohesive 3D terrain.

Both strategies are operable in tandem, with precedence given to the add strategy.
This precedence ensures that modifications applied during the modify phase can refine
the Gaussians introduced in the add phase, resulting in a more accurate and textually
compliant terrain outcome. Figure 5 shows our agent workflow.

This solution effectively introduces a secondary editing mechanism into our method,
providing the ability to update and optimize the generated results, which is crucial for
meeting specific requirements and a detailed design. Additionally, since the size of Gaus-
sians is controllable, this approach also offers the possibility of fine-grained control over
the terrain, allowing us to generate 3D terrains with infinite precision. An intuitive flaw in
this method is that the same terrain feature represented by multiple Gaussians might be
modified by multiple agents simultaneously, potentially leading to consistency issues in
data measurement scales. However, we have already ensured the consistency of data scale
processing by the large language model with the chain-of-thought behavior tree, so this
issue does not require special consideration here.
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Text Input: create a deep hole at the center of the map.Current Map
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CoT Behavior Tree

CoT Behavior Tree
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�
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Figure 5. Unlike conventional multiagent systems, our agents do not have long-term memory. Instead,
each time the terrain is modified, their memory only contains data from the last modification of the
terrain feature, as longer-term memory is meaningless for the next modification the agent will make,
and the only possible use of such memory, to undo the last change, can be completely bypassed
without an LLM.

4. Results and Evaluation

In this chapter, we evaluate the effectiveness of our proposed text-to-terrain method.
We first introduce the preparation before the experiments, including the hardware environ-
ment, evaluation metrics, and datasets. Then, we compare our method with the current
state-of-the-art techniques, demonstrating the superior quality of our approach. Finally, we
conduct ablation studies to prove the effectiveness of each step in our method.

4.1. Preparation
4.1.1. Hardware Configuration

All experimental results were produced on an Nvidia RTX 3090 Ti GPU. To avoid
errors due to hardware differences, we did not directly use the data from the comparison
methods’ papers. Instead, we downloaded the open-source implementations of these
methods and ran them in our local environment to obtain experimental data.

4.1.2. Evaluating Indicators

Given the unique nature of our generated models and the limitations of diffusion-
model-based methods in spatial understanding, we found conventional metrics like R-
precision or FID less applicable. This necessitated alternative evaluation approaches. This
difficulty arose due to the lack of corresponding real-world models for our generated mod-
els and the limited spatial understanding of diffusion-model-based methods. To navigate
this issue, we drew inspiration from subjective evaluation methods utilized in research [45]
facing similar challenges. We devised a subjective assessment criterion tailored to our
method. We engaged 30 participants to rate a range of 3D models on a 0 to 5 scale. To en-
sure scoring consistency, we provided detailed guidelines on how to match models with
textual descriptions. Scores were allocated based on how well models matched textual
descriptions: a score of 2 indicated that the model met some aspects of the text, 3 suggested
that the model largely matched the text, and 4 implied that the model perfectly aligned
with the text description.
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4.1.3. Datasets

It is important to note that our dataset comprises solely textual input sequences; it
does not include images for validation purposes. This is because our methodology does
not necessitate any form of retraining of the model.

We directly used the large language model to generate a series of text data in various
forms as the dataset, including the following:

• Simple sentence text descriptions (easy), e.g., “A plain with flat terrain”, “A soft
island”.

• Text descriptions containing descriptions of the map and some geographical concepts
(medium), e.g., “A mountain in the center of the map”, “four wonderful mountains,
on the four corners of the map”.

• Text descriptions containing a large number of geographical concepts and descriptions
(hard), e.g., “an island with a central plateau. Include a gentle slope on the eastern side
leading down to a flat area, and a sharper incline on the western side rising towards a
small peak”.

• Text descriptions directly specifying geographical features in numerical form (digit).

The datasets mentioned above have been made public at our project homepage. Due
to the limited space in this paper, we do not describe in detail the specific methods for
generating them and their properties here. We have placed this content in the link men-
tioned above.

4.2. Quality Evaluation Experiments

Our evaluation experiments were designed to test the method’s quality in three
scenarios: without using an update strategy, with a single-step update, and with a five-step
update process. Detailed criteria defined each update step’s scope and impact on the
model’s performance. This approach was designed to validate the effectiveness of the
multiagent update strategy. Through these tests, we compared our method against other
leading-edge techniques, including DreamFusion, PureClipNeRF, and DreamGaussian,
utilizing the CLIP models from OpenAI for our evaluations.

Figure 6 shows some of our experimental results on multiple datasets.
In the easy dataset, our no-update method outperformed PureClipNeRF and Dream-

Gaussian by 0.2 and showed a notably larger advantage over DreamFusion by 0.6, as quan-
tified by the adjusted scores in Table 1. This can be attributed to the smaller volume of input
text and the relatively vague requirements for terrain generation in this dataset, where the
unique spatial perception capabilities of our method were not fully leveraged. However,
even with minimal textual input, our approach yielded higher-quality generations than
those based on diffusion models.

Table 1. Quality assessment experiment results on the easy dataset.

Method Regular Score Adjusted Score 1

DreamFusion 3.54 3.63
PureClipNeRF 3.84 3.82

DreamGaussian 4.01 4.03
Ours (without modify) 4.15 4.17

Ours (with 1 step modify) 4.23 4.26
Ours (with 5 steps modify) 4.52 4.69

1 Adjusted score is calculated by removing the highest and lowest scores before averaging.
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Ours

“An undulating landscape 

with several minor peaks 

and troughs.”

“A wide, open plain with a 

few sparse, low hills.”

“A series of small mounds 

scattered across a plain.”

“A deep canyon cutting t

hrough a flat plain, 

surrounded by high plateaus 

on both sides.”

“A broad, elevated basin, 

ringed by high mountains, 

with a series of smaller hills 

dotting the interior landscape.”

“An intricate network of ridges 

and valleys, with sharp 

elevation changes creating 

a labyrinthine landscape.”

“Terrain at (50,50) to (950,950) 

where elevation increases 

gradually from 20 at the 

coast to 180 inland.”

DreamGaussianPureClipNeRFDreamFusion

Easy

Medium

Hard

Digit

Text

Figure 6. We converted NERF and Gaussian results into mesh objects using methods from existing
research [46,47]. This conversion facilitates a more effective comparison with our method in practical
scenarios. It is observable that, compared with other methods based on diffusion models, our
approach can leverage the language recognition capabilities of large language models to make
accurate judgments about spatial information and generate precise three-dimensional terrains that
align with the descriptions of location information. Additionally, our method employs heightmaps
for construction, which significantly reduces the number of tiles required for the three-dimensional
terrain, further enhancing the practical value of our approach.

We believe that short texts do not provide sufficient spatial information. Large lan-
guage models can establish a mapping from short to extended texts, thus enriching the
text with adequate spatial information. In contrast, diffusion models, which learn from
two-dimensional images, struggle to grasp the association between spatial and textual
information and cannot directly supplement more information in the form of extended text.

Our method’s superior performance on the medium and hard datasets, with an im-
provement of 0.99 over the closest competitor, can be attributed to these datasets’ complexity,
as shown in Tables 2 and 3:
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Table 2. Quality assessment experiment results on the medium dataset.

Method Regular Score Adjusted Score

DreamFusion 2.89 2.91
PureClipNeRF 2.96 2.93

DreamGaussian 2.84 2.87
Ours (without modify) 3.87 3.89

Ours (with 1 step modify) 3.98 4.01
Ours (with 5 steps modify) 4.32 4.26

Table 3. Quality assessment experiment results on the hard dataset.

Method Regular Score Adjusted Score

DreamFusion 2.03 2.12
PureClipNeRF 2.59 2.43

DreamGaussian 2.54 2.61
Ours (without modify) 3.53 3.57

Ours (with 1 step modify) 3.75 3.82
Ours (with 5 steps modify) 4.05 3.97

This complexity better showcases our approach’s spatial perception capabilities, partic-
ularly in basin scenarios in Figure 1. The medium dataset introduced descriptions of spatial
and orientation information, challenging for diffusion models due to their difficulty in
maintaining accurate directionality across multiple input images. Consequently, diffusion
models struggled with tasks requiring precise control over geometric space as specified in
the text inputs.

Experimental results suggest that even when the text provides sufficient spatial in-
formation, diffusion models still struggle to map it onto image space. We believe this is
because diffusion models tend to extract object information from the text and often over-
look attributes like elevation. A potential improvement for diffusion models could involve
training them on a large corpus of text-elevation map data for terrain synthesis. However,
given the inherent complexity and variability of terrain, developing a specialized diffusion
model that performs well might be challenging. This further highlights the limitations
of using diffusion models alone for three-dimensional spatial perception and generation,
and the superiority of our method.

As shown in Table 4, in the digit dataset, our method’s ability to accurately process nu-
merical descriptions of spatial features led to its overwhelming superiority, highlighting the
effectiveness of the chain-of-thought behavior tree in handling direct numerical inputs for
precise 3D terrain generation. Diffusion models typically fail to process features described
numerically, especially when numbers are associated with spatial concepts. In contrast, our
method benefits from the complexity of the chain-of-thought behavior tree and the limita-
tions of large language models in processing thought. Direct numerical inputs provided a
more reliable standard for the large language models, enabling the generation of 3D terrain
models with higher accuracy and fidelity to the textual descriptions.

Table 4. Quality assessment experiment results on the digit dataset.

Method Regular Score Adjusted Score

DreamFusion 1.67 1.72
PureClipNeRF 2.01 1.95

DreamGaussian 1.68 1.74
Ours (without modify) 4.74 4.79

Ours (with 1 step modify) 4.83 4.77
Ours (with 5 steps modify) 4.81 4.86
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The data presented above further demonstrate the efficacy and utility of our terrain
editing approach based on the multiagent update strategy. This method allows for extensive
updating of the terrain even when the initial generation results are not optimal, leading to
significantly improved experimental outcomes. The adaptability of our approach is such
that, without imposing limits on the number of adjustments, our method can generate
infinitely refined 3D terrain content under any circumstances.

4.3. Ablation Experiments

Our ablation study aimed to delineate the specific impact of the Gaussian–Voronoi
map and the chain-of-thought behavior tree on the terrain generation quality. We sought
to understand how each component contributes to the realism and complexity of the
generated terrains. This investigation aimed to evaluate the influence of the Gaussian–
Voronoi map, the chain-of-thought behavior tree, and the multiagent update strategy on the
proficiency of generating terrain from textual descriptions. For the purposes of this study,
we chose to exclude the multiagent update strategy. This decision was informed by insights
gained from previous quality assessment experiments, which convincingly demonstrated
the benefits of incorporating this strategy. As a result, by omitting the multiagent update
strategy from our ablation study, our goal was to more precisely discern the effects of the
Gaussian–Voronoi map and the chain-of-thought behavior tree on enhancing the quality,
authenticity, and intricacy of the generated terrain models. This refined focus enabled us to
draw more direct correlations between these components and the overall success of our
terrain generation method.

Figure 7 visually demonstrates the multiagent update strategy’s role, highlighting
its collaboration with other components to enhance terrain generation’s efficiency and
accuracy. This strategy’s integration is pivotal for refining terrain details and aligning them
closely with textual descriptions. This inclusion ensures that readers can fully appreciate
how the multiagent update strategy collaborates with other key components to facilitate
an efficient and accurate process of generating terrain from textual descriptions. By doing
so, we underscore that although the multiagent update strategy was not considered in this
specific analysis, it plays a crucial role within the overall framework, being instrumental in
achieving the ultimate objectives of our method.

Create an island with a central plateau. 

Include a gentle slope on the eastern side 

leading down to a flat area, and a sharper

incline on the western side rising towards

 a small peak.

Lower the elevation of the central plateau 

slightly and create a depression in the 

northern part of the island,

 simulating a basin.

Raise the elevation of the southern flat area 

to form a new hill and introduce a slight 

dip along the eastern coastline, 

creating a bay-like feature.

Reduce the height of the small peak on the 

western side and simulate the formation 

of a valley between this lowered peak 

and the central plateau.

Initialization Modify 1 Modify 2 Modify 3

Figure 7. This image illustrates another significant role of the multiagent update strategy besides
optimizing existing maps: continuously updating the terrain to simulate changes in the landscape
over time.

The findings from this study were derived exclusively from experiments conducted
on the hard dataset, chosen for its complexity to maximally accentuate the impact of each
individual component. The outcomes, as detailed in the subsequent table, juxtapose the
efficacy of our comprehensive approach against variations lacking in these critical elements.

As shown in Table 5, the ablation study conducted on our text-to-terrain generation
method underscores the indispensable role each component plays in crafting high-quality,
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realistic, and complex terrains from textual descriptions. By systematically removing key
components and observing the impact on terrain generation, we have gained valuable
insights into how each part contributes to the overall efficacy of the method. This analysis
highlights not only the individual importance of these components but also their synergistic
effect, which is crucial for achieving the best results.

Table 5. Ablation experiments result.

Configuration Regular Score Adjusted Score

Without Gaussian–Voronoi map 2.15 2.46
Without chain-of-thought behavior tree 2.58 2.60
Complete method 3.33 3.27

Due to the quality assessment experiments already reflecting the effectiveness and quality of the multiagent
update strategy adequately, a separate ablation study for this component is not conducted.

The Gaussian–Voronoi map, in particular, stands out as a critical element for sim-
ulating the randomness and complexity inherent in natural terrains. This component
effectively elevates low-frequency Gaussian data to high-frequency Voronoi data, capturing
the intricate details and variations found in real-world landscapes. The absence of the
Gaussian–Voronoi map in our experiments led to generated terrains that were notably less
detailed and more uniform, lacking the natural variability and complexity that characterize
genuine terrains. This demonstrates that the Gaussian–Voronoi map is essential for adding
depth and realism to the generated terrains, making them more believable and engaging.
Figure 8 illustrates the stark contrasts between terrains generated with and without the
Gaussian–Voronoi map.

Gaussian–Voronoi 

Map

A majestic annular mountain range, encircling a vast, 

secluded valley. The mountains rise steeply from the 

surrounding landscape, forming a natural barrier that 

isolates the valley from the outside world. The outer 

slopes of the range slope gently into the valley, while 

the inner slopes are marked by rugged cliffs and steep 

descents.

Gaussian

An island with a central plateau. Include a 

gentle slope on the eastern side leading d

own to a flat area, and a sharper incline 

on the western side rising towards a small 

peak.

A landscape dominated by an abundance of 

mountains, each with its own unique shape 

and size, sprawling across the map like a vast, 

undulating sea. The mountains vary from towering 

giants casting long shadows over the valleys below, 

to smaller, rugged hills that jostle for space amongst 

their larger counterparts.

Figure 8. In the first scenario, we directly converted the recognition results of the chain-of-thought
behavior tree into depth maps. In the second scenario, we mapped these results onto the Gaussian–
Voronoi map before converting them into depth maps. Utilizing the Gaussian–Voronoi map signifi-
cantly boosts terrain diversity and accurately mimics the randomness found in natural landscapes.
This approach not only enriches the terrain’s visual appeal but also modifies elevation change rates,
offering a more dynamic and realistic terrain modeling. Additionally, the Gaussian–Voronoi map
also aids in altering the rate of elevation change across the terrain.
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The CoT behavior tree significantly enhances the terrain generation process by accu-
rately interpreting complex textual descriptions and converting them into detailed terrain
features. It ensures logical consistency and contextual understanding throughout the text
analysis, crucial for generating terrains that closely match the descriptions. It enables the
large language model (LLM) to navigate through various layers of text input, extracting
and interpreting spatial information and geographical concepts with precision. The chain-
of-thought behavior tree guides the LLM in a structured manner, allowing it to maintain
context and make logical inferences over multiple iterations of text analysis. Without this
component, the terrain generation process becomes significantly less accurate in matching
the textual descriptions to the generated 3D models. This loss of fidelity in interpretation
underlines the chain-of-thought behavior tree’s importance in ensuring that the generated
terrains faithfully reflect the described landscapes, thereby enhancing the quality and
relevance of the output. Figure 9 illustrates the CoT behavior tree’s impact, demonstrating
its ability to precisely identify and interpret comparative and positional information from
text. This leads to a more accurate and contextually relevant terrain generation, as opposed
to models that lack this structured analysis approach.

Chain-of-Thought

There are three mountains here, the one on the left is the shortest, the one on the right is the tallest, and the middle mountain is located 

in the middle of them in height

Natural Language Chain-of-Thought Behavior Tree

Figure 9. We attempted to input a piece of text containing both comparative and positional informa-
tion into the LLM. The LLM, which applied the chain-of-thought behavior tree, effectively identified
this type of information and generated data that matched the description. On the other hand, using
only the chain-of-thought-based LLM, although it recognized the three types of information, it did
not arrange the positions of the three mountains well during data generation, causing them to blend
together. In contrast, the natural-language-processing-based LLM was unable to fully recognize these
contents. This result further demonstrates the effectiveness of the chain-of-thought behavior tree and
its relative accuracy and stability in processing data compared with the chain-of-thought.

5. Discussion and Conclusions

From the perspective of model quality, our method provides the highest quality in the
specialized task of generating 3D terrain models in the text-to-3D domain, significantly
surpassing the capabilities of existing diffusion-model-based methods and offering highly
flexible secondary editing capabilities for the models. This superior performance is primar-
ily based on the three steps of our method that completely bypass diffusion models. First,
we introduced the Gaussian–Voronoi map, which receives data in the form of Gaussians
and maps them onto a map segmented by Voronoi, ensuring the method’s ability to gener-
ate complex terrains from simple outputs. Then, we utilized the chain-of-thought behavior
tree to extract consistent terrain information from diverse text sequences, ensuring that
the method can extract terrain features from text sequences, and adopted a multiagent
strategy to segment and process terrain features, achieving high-quality local updating
of 3D terrains. Our research demonstrates that abandoning diffusion models and directly
reading 3D data from text to generate 3D models is feasible and holds considerable promise,
warranting further investigation.

However, our method also presents some issues that merit further research. Our
method did not exhibit good robustness when faced with text inputs with significant metric
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scale errors. We believe that designing a more sophisticated chain-of-thought strategy will
greatly contribute to addressing the aforementioned issues. Specifically, to improve the
robustness of our method when faced with text inputs containing significant metric scale
errors, we propose two approaches. First, we can preprocess the input text by comparing it
with historical data to check for consistency in metric information. This preliminary step
would help identify and rectify scale discrepancies before they affect the terrain generation
process. On the other hand, we can enhance the model’s understanding of metric data
through fine-tuning. By preloading a set of feasible metric data and fine-tuning the large
language model, we aim to achieve self-correction of metric errors. These strategies will
contribute to a more accurate interpretation of spatial dimensions and enhance the overall
robustness of our terrain synthesis method. In our forthcoming research, our goal is to
explore methods for transferring Gaussians into three-dimensional space for representation,
which will allow us to generate terrains with more complex features, such as caves and
waterfalls, to our 3D terrain.

In terms of method speed, we believe that employing a strategy of dividing the map
into sections and using a multithreaded approach to concurrently invoke multiple LLM
processes for individual map modifications can significantly enhance the efficiency of
our method, approaching real-time performance. Regarding computational performance,
the primary limitation lies in the performance overhead of the large language models.
The inherent overhead of our method is relatively low. Therefore, utilizing online large
language model service APIs or switching to smaller large language models could greatly
improve our efficiency.

In conclusion, our method innovatively employs a Gaussian–Voronoi map and a
chain-of-thought behavior tree to facilitate the direct synthesis of 3D terrain from textual
descriptions, successfully bypassing the limitations associated with traditional diffusion
models. This approach not only demonstrates superior performance in generating complex
3D terrains with high accuracy but also provides a flexible framework for secondary terrain
editing, enabling dynamic adjustments based on updated textual input. The introduction
of multiagent strategies further enhances the local updating capabilities, ensuring that the
generated terrains are both detailed and consistent with the provided text specifications.
Our findings suggest that the direct interpretation of text into 3D data is not only viable
but also highly efficient, offering a new perspective in the text-to-3D domain. The ability
to generate detailed and controllable 3D terrains from text opens up new avenues for
applications in virtual reality, gaming, and simulation environments. By advancing the
state of the art in text-to-3D synthesis, our work paves the way for future research in the
field, promising enhancements in both the quality of 3D model generation and the efficiency
of the process, particularly in real-time and interactive applications.
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