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Abstract: The emergence of security vulnerabilities and risks in software development assisted by
self-generated tools, particularly with regard to the generation of code that lacks due consideration
of security measures, could have significant consequences for industry and its organizations. This
manuscript aims to demonstrate how such self-generative vulnerabilities manifest in software pro-
gramming, through a case study. To this end, this work undertakes a methodology that illustrates a
practical example of vulnerability existing in the code generated using an AI model such as ChatGPT,
showcasing the creation of a web application database, SQL queries, and PHP server-side. At the
same time, the experimentation details a step-by-step SQL injection attack process, highlighting the
hacker’s actions to exploit the vulnerability in the website’s database structure, through iterative
testing and executing SQL commands to gain access to sensitive data. Recommendations on effective
prevention strategies include training programs, error analysis, responsible attitude, integration of
tools and audits in software development, and collaboration with third parties. As a result, this
manuscript discusses compliance with regulatory frameworks such as GDPR and HIPAA, along
with the adoption of standards such as ISO/IEC 27002 or ISA/IEC 62443, for industrial applications.
Such measures lead to the conclusion that incorporating secure coding standards and guideline—
from organizations such as OWASP and CERT training programs—further strengthens defenses
against vulnerabilities introduced by AI-generated code and novice programming errors, ultimately
improving overall security and regulatory compliance.

Keywords: self-generative vulnerability; AI-based code generation; security risk; ChatGPT; software
development; industrial application

1. Introduction

In today’s industrial landscape, programmers play a pivotal role in the development
and optimization of industrial applications. As an example, the demand for software devel-
opers among automobile manufacturers has grown 200% over just four years, surpassing
the average demand for other job roles in the sector [1]. Moreover, 91% of manufacturing
companies have increased their digital transformation investments—such as the Internet
of Things and data analytics—to enhance efficiency and productivity, necessitating pro-
gramming skills [2]. Surveys conducted by the Federation of German Industries (BDI)
underscore the scarcity of information and communication technology (ICT) skills, in-
cluding programming, which stands as a significant barrier to the adoption of digital
technologies in the industry [3]. Consequently, programmers are indispensable in au-
tomating processes, integrating systems, analyzing vast datasets, and ensuring the smooth
operation of industrial machinery, ultimately driving innovation and competitiveness in
the industrial sector [4].

Nevertheless, novice programmers tend to exhibit an average rate of 16 errors per
100 lines of code, a statistic influenced by factors such as code complexity and the program-
mer’s skills [5]. In certain instances, particularly with more experienced programmers,
this error rate can be halved [6]. Despite the decrease in error frequency with increasing
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experience, errors can still have dramatic consequences for organizations (e.g., financial
transactions, medical software, aircraft systems, or the energy grid, among others). These
examples, regardless of the industry, can sometimes have irreversible effects for the organi-
zations and stakeholders they serve.

Artificial General Intelligence (AGI) models can generalize, learn, and understand
like humans. This makes current generative artificial intelligence (AI) systems “competent
AI”, meaning that they are better at a limited set of tasks than 50% of people [7]. In this
context, the advent of online self-generative tools—like ChatGPT—have facilitated the
widespread adoption of AI by programmers, who increase its usage by creating code within
their organizations. This democratization has brought a new potential security gap for
the industry that still goes unnoticed, which aligns with the concerns expressed by other
researchers [8].

In this context, new roles emerge such as the “prompt engineer”, a person that is
involved in understanding the capabilities and limitations of the AI system, as well as
knowing how to effectively formulate questions to obtain useful and relevant responses.
This may involve selecting keywords, tone of the question, grammatical structure, and other
language aspects that influence the response generated by the AI. Nonetheless, becoming a
prompt engineer also entails certain risks. These risks include the misuse of AI, which can
lead to application risks and mistrust in its technology, which could negatively affect its
adoption and use [9].

For programming tasks, a large language model (LLM) can be used to self-generate
source code, based on descriptions or instructions in natural language. LLMs are AI systems
that undergo training on extensive textual datasets, to comprehend language patterns and
structures [10]. Theoretically, self-generative tools can help programmers write code faster,
more efficiently, and with fewer bugs, thus increasing their productivity. However, this is
not always necessarily true.

Consequently, LLMs introduce their own challenges, encompassing concerns related
to efficiency, security, or adherence to programming best practices. LLMs do not inherently
generate secure code, unless explicitly denoted (i.e., they are designed mainly to fulfill
their functionality). This happens because most self-generative tools, trained to date, do
not consider possible vulnerabilities. Accordingly, LLMs default to adopting code that
is prevalent on the Internet, which may lack considerations for security [11]. Therefore,
the use of LLMs in code generation must require careful oversight and review by human
developers, a condition that is not consistently met [12]. Recently, the generation of
disentangled representations in neural networks has emerged as a promising strategy to
improve the comprehensibility and robustness of AI models [13]. This approach could
address some of the limitations identified in AI-based code generation tools, by enhancing
the quality and coherence of the generated code.

According to this, Table 1 shows a comparison of the main characteristics of the most
representative online self-generative tools. In general, their ability to perform programming
tasks includes basic code, functions, classes, data structures, interfaces, libraries, and
applications for a wide range of programming languages (e.g., Python, JavaScript, Java,
C++, C#, or Swift). Additionally, they can also solve incomplete or incorrect code, generate
new functions for an existing program, and identify and repair errors in the code. In
addition, they can also perform more specific tasks such as generating code for algorithms
and data structures (e.g., trees, lists, stacks, queues, and arrays), generating code for
graphical user interfaces (e.g., windows, buttons, and menus), as well as generating code
for relational and non-relational databases.

For a deeper understanding, a comprehensive review of resources relevant to LLMs
can be found in the literature, with specific emphasis on ChatGPT [14]. The content covers
a wide range of topics, including milestone documents, frameworks for LLM training
and implementation, and tutorials for using these models effectively. This compilation
serves as a valuable resource for people interested in exploring and learning more about the
details covering frameworks for LLM training and implementation, tutorials for practical
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implementation, and a complete overview of the current landscape through leaderboards
and visualization.

Table 1. Main features of the current online self-generative tools.

Provider Tool LLM Data Size Availability Year

OpenAI (San Francisco,
CA, USA)

ChatGPT-3
(https://openai.com/chatgpt) Transformer 100 terabytes Public 2020

Tabnine (Tel Aviv, Israel) Tabnine
(https://www.tabnine.com/) CodeDaVinci 25 petabytes Public 2022

GitHub (San Francisco,
CA, USA)

Copilot
(https://github.com/features/copilot) Transformer 100 petabytes Public 2022

Microsoft and NVIDIA
(Santa Clara, CA, USA)

Megatron
(https://github.com/NVIDIA/Megatron-LM) Turing NLG 1.75 exabytes Limited 2022

Microsoft AI (Redmond,
WA, USA)

DeepCoder
(https://snyk.io/platform/deepcode-ai/)

Transformer-
Decoder 1.2 exabytes Public 2022

Codesmith Software
(Los Angeles, CA, USA)

CodeSmith
(https://www.codesmith.io/) LaMDA 1.2 exabytes Public 2023

Meta (Menlo Park,
CA, USA)

Code Llama
(https://huggingface.co/codellama) Llama 2 1.5 exabytes Public 2023

Google AI (Mountain
View, CA, USA)

Bard/Gemini
(https://gemini.google.com/app) LaMDA 1.56 exabytes Public 2023

GitHub and Google AI Codex
(https://openai.com/blog/openai-codex) Transformer 1.6 exabytes Public 2023

OpenAI ChatGPT-4 Transformer 45 terabytes Public 2023
OpenAI ChatGPT-4.5 Transformer 75 terabytes Beta 2023
DeepMind
(London, UK)

AlphaCode
(https://alphacode.deepmind.com/) Transformer 100 exabytes Beta 2023

Microsoft AI Ada Transformer 1.2 exabytes Beta 2024

Research Hypothesis and Objectives

This manuscript focuses on the study of the prevalence and effects of vulnerabilities
with self-generative tools in software development, which are particularly relevant for
industrial applications where reliability and safety are crucial. Industrial environments
often rely on software to monitor complex processes, machinery, and systems [15]. Soft-
ware failures can have serious consequences—including workplace accidents, production
disruptions, and financial losses—highlighting the importance of software security.

LLMs represent a paradigm shift in code generation, offering efficient and automated
code creation capabilities. The selection of LLMs as the focal point of this study is justified,
due to its increasing adoption in various fields, including industry. For this reason, the
approach followed in this work involves the review of a case study related to an LLM. By
examining a vulnerability associated with a self-generated tool, this work aims to provide
valuable information for engineers tasked with implementing control and monitoring
systems in industrial environments, thereby contributing to greater reliability and security
in industrial applications. In this regard, the present manuscript proposes the term “self-
generative vulnerability”, to characterize scenarios where AI-based tools can facilitate
the automatic creation of security weaknesses, as evidenced in the methodology and
experimentation carried out. Specifically, the implications included in this study cover a
security vulnerability related to SQL injection attacks.

While the notion of AI-generated code having security issues may not be ground-
breaking in itself, the novelty of this manuscript lies in its practical demonstration of how
such vulnerabilities manifest, particularly through the provided case study involving the
MySQL and PHP code generated by ChatGPT. The research goes beyond simply iden-
tifying security issues and provides detailed information on how these issues can arise
in real-world scenarios. It provides specific recommendations to address these concerns,
including training programs, error analysis, responsible practices, tool integration, soft-
ware development audits, regulation and legislation, and collaboration with third parties.

https://openai.com/chatgpt
https://www.tabnine.com/
https://github.com/features/copilot
https://github.com/NVIDIA/Megatron-LM
https://snyk.io/platform/deepcode-ai/
https://www.codesmith.io/
https://huggingface.co/codellama
https://gemini.google.com/app
https://openai.com/blog/openai-codex
https://alphacode.deepmind.com/
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Ultimately, the manuscript’s value lies in its pragmatic approach and proposed solutions
for mitigating security risks in AI-enabled development.

The hypothesis posits that early implementation of secure development practices can
reduce the risk of exploitation, thereby improving the resilience of software systems against
self-generated vulnerabilities. For this reason, the study aims to recommend the adoption
of a comprehensive security framework in the context of AI-generated code development,
including regulatory compliance, adoption of industry standards, continuous monitoring,
and robust security testing.

To this end, this manuscript is structured as follows: Section 2 analyzes the underlying
causes behind the use of new ICT in industrial applications. Section 3 presents the materials
and methods used in an example of a self-generated vulnerability. Section 4 shows an
example of an SQL injection attack. Section 5 analyzes traditional security methodologies
versus AI-based code generation approaches and discusses security measures in industrial
environments. Finally, this manuscript presents its conclusions and future work prospects.

2. Related Work

Experience shows that the rapid development of industrial applications introduces
new, previously unidentified vulnerabilities, threats, and risks. As self-generated tools
become an integral part of today’s development, it is imperative to consider these tools
separately to understand their potential vulnerabilities [16]. Analyzing security risks in
AI-generated programming is crucial to ensure the integrity, confidentiality, and availability
of software systems.

A lack of focus on security in education programs—especially in industrial engineer-
ing grades—is pointed out as a major contribution to security vulnerabilities, highlighting
the need for adequate security training [17]. The learning difficulties faced by novice
programmers, particularly those engaging in procedural programming for the first time,
were addressed in a further study [18]. The study identified key problem areas, including
poor planning and problem-solving abilities, a lack of programming language knowledge,
limited understanding of the application domain, and difficulties in conceptualizing pro-
gram execution. The solution involves the development of instructional strategies to help
novices overcome these identified difficulties. Other study placed emphasis on obtaining
information about students’ deficiencies and misconceptions, by analyzing programming
errors [19]. The findings revealed that a significant portion of errors is attributed to careless-
ness. Beyond that, students faced challenges primarily in strategic knowledge, specifically
in problem-solving abilities.

The importance of errors in industrial applications as causes of security vulnerabilities
is analyzed, finding a gap between developers’ conceptual understanding of security, as
well as their attitudes and practices related to personal responsibility for software secu-
rity [20]. Later studies pointed to possible approaches to address this gap, such as the need
for developers to ask the right questions and make strategic decisions when programming
secure code [21]. Another work also highlighted the importance of including aspects
related to the software, its social ecosystem, and related resources and tools [22]. In this
sense, the approach proposed to use explainable AI in classifying suitable crops for preci-
sion agriculture offers an innovative perspective. This could improve the understanding
and transparency of generated code, thereby contributing to the security and quality of
industrial software [23].

The challenge of developing secure industrial applications was also investigated in
experienced programmers, who make security-related errors despite their basic security
knowledge. The results found patterns, indicating that simple mistakes are less usual,
while vulnerabilities stemming from a misunderstanding of security concepts are more
prevalent. Another study also addressed the gap between mid-level programmers making
more sophisticated errors [24]. The study, focused on a semantic approach, revealed that
those errors involved complex program constructs such as nested loops, arrays, recursion,
and functions. In line with previous works, both studies suggest areas for improvement in
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security education, secure-programming APIs, documentation, and vulnerability-finding
tools [25].

There is certainly a need for interactive tools to help engineers create more secure
software, which is a common practice nowadays. For example, DeepState is presented
as a tool that integrates vulnerability detection into the development cycle [26], while
VulnEx has been proposed as a tool to audit applications, to identify and assess exposure to
vulnerabilities due to the reuse of open-source software [27]. In this sense, LLMs have the
potential to automate code generation, but their use must be combined with scalable defect
elimination methods, to ensure the production of high-quality, secure code [28]. AI code
generators are particularly vulnerable to data poisoning attacks, which can inject malicious
samples into the training data and compromise the security of the generated code [29].
To address these challenges, AI techniques are increasingly being used for security risk
assessment, with a focus on identifying and estimating cyber risks [30].

Additionally, collaborative efforts among engineers and cybersecurity experts are also
considered essential to establish robust security protocols and to stay ahead for a secure
industrial application environment [31]. This collaboration can be facilitated through
security code reviews, which help engineers to ensure the security of their applications.
The effectiveness of collaboration has been demonstrated in the context of a secure software
engineering course with students from different backgrounds, which could also be extended
to AI-generated programming [32].

3. Materials and Methods

This section aims to present a practical example of understanding vulnerabilities in
code generated by an AI model (i.e., ChatGPT 3.5). The methodology covers the creation
of a database, the definition of a table, the insertion of sample user data, and the secure
storage of passwords. To do this, the resources involved a database for a web application,
MySQL queries for database operations, and PHP for server-side logic.

Examples of industrial applications utilizing the components include inventory man-
agement systems, production tracking systems, and quality management systems, where
web-based applications, SQL databases, and PHP queries play a significant role. For exam-
ple, inventory management systems efficiently track stock levels and manage suppliers,
leveraging SQL for database operations and PHP for server-side logic. Similarly, produc-
tion tracking systems monitor schedules and manage inventory levels, using SQL for data
extraction and PHP for dynamic functionalities. Quality management systems ensure
product compliance, using SQL for data analysis and PHP for robust server-side logic.

In the context of self-configurable systems, these resources assume particular signif-
icance. That is, they not only facilitate data management and user interaction, but also
have the capability to dynamically adapt to the evolving needs of industrial operations,
thanks to the use of agents [33]. For instance, the web server can automatically adjust
resource allocation to handle sudden traffic spikes, while the PHP code can adapt to modify
existing behavior in response to changing system requirements. Similarly, the SQL database
can be reconfigured to optimize performance or ensure data integrity in highly dynamic
production environments.

3.1. Materials

The working model proposed is depicted in Figure 1, for which a detailed description
of the typical components can be found in [34]. The process is as follows: upon entering a
web address, the user’s browser sends a request to the server, specifying the page name.
The web server retrieves the corresponding PHP file and directs the PHP interpreter to
process it. The PHP interpreter executes the PHP code, including MySQL database calls.
After processing, the PHP interpreter sends the results back to the web server, which then
delivers the HTML response to the user’s browser. This process can be repeated by an
attacker, to exploit a vulnerability in the target system.
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To replicate the experiment, the installation of a MySQL database from the repository
https://dev.mysql.com/downloads/mysql/ (accessed on 11 April 2024) is required, with
the code statements being compatible with versions 5.0.13 onwards. A web server (e.g.,
Apache or Nginx) is also required to host the PHP files. Moreover, PHP version 7.x or higher
can be utilized in conjunction with the MySQLi extension for interacting with MySQL
databases. The MySQLi extension—short for MySQL Improved—is a PHP extension
that provides an enhanced interface and security features. The MySQLi extension is
typically included as part of the PHP installation package from the official website (https:
//www.php.net/downloads (accessed on 11 April 2024)) and can be enabled in the PHP
configuration file (i.e., php.ini).

3.2. Methodology for Database Establishment

Figure 2 includes a representative example of SQL code used to create the database
and the table, as well as to simulate the insertion of user data. The SQL script was generated
by ChatGPT based on the following query:

- “Generate a script to set up a database named ‘my_database’ and a table named ‘user_table’ in
MySQL. The user table should have fields for user ID, unique username, password hash, and
salt. Also, include a sample insertion to add a user named ‘sampleUser’ with an encrypted
password and salt”.
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Initially, the code checks if a database named “my_database” exists, creating it if not.
Then, the code selects this database for subsequent operations. A table named “users” is
created if it does not already exist, defining its structure to store user information, including
a unique identifier (user_id), non-null and unique username, password hash, and salt
value. A sample user is inserted into the “users” table with simulated values. A comment
notes that the password has been hashed and salted in PHP, highlighting the importance
of securely storing passwords. Additionally, the code provides commented PHP lines
exemplifying how to verify a password. This code snippet demonstrates database setup,
table creation, and password handling practices in a secure manner. Figure 2 highlights
the syntax for better understanding, where a blue color is used to easily recognize the SQL
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keywords (e.g., create, if not exists, or primary key). Additionally, comments in both SQL
and PHP, denoted by -- in SQL and // in PHP, are displayed in a gray color, to clearly
distinguish them from the executable code. Moreover, specific values, including database
names (my_database), table names (users), column names (user_id, username, etc.) and
data types (VARCHAR, INT, etc.) are presented in black or purple colors, for clarity and
differentiation within the code structure.

The code provided by ChatGPT in Figure 2 lacks certain security measures related to
database management and password handling. It inserts a user with a plaintext password
directly into the database, failing to employ proper encryption practices. While the code
includes a comment on the hypothetical hashing and salting of the password, this is not
reflected in the actual insertion of data. Furthermore, the absence of specific password
complexity constraints, such as minimum length or the inclusion of special characters, is a
notable security gap. The code also neglects the use of prepared statements, a recommended
practice for preventing SQL injection attacks. Additionally, the handling of uniqueness
constraints for the username is not explicitly addressed in the code. In a production
environment, these security considerations are crucial for safeguarding data integrity and
password security.

The issue lies in the fact that LLMs do not inherently generate secure code unless ex-
plicitly specified. This stems from the training data, predominantly consisting of programs
created prior to considering potential security vulnerabilities such as SQL injections. The
models tend to replicate the patterns present in the training data and, since secure coding
practices were not comprehensively integrated at the time of training, LLMs may inadver-
tently generate code that lacks robust security measures. Consequently, the responsibility
falls on developers to consciously incorporate secure coding practices and address potential
vulnerabilities in the code generated by LLMs, to ensure a heightened level of security.

To obtain secure code that establishes a MySQL database, the user should have speci-
fied the following sentence at the prompt:

- “Generate a secure script to set up a MySQL database named ‘my_database’ and create a
table named ‘user_table’. The user table should include fields for user ID, unique username,
password hash, and salt. Additionally, ensure that the script utilizes secure password storage
practices, such as hashing with a salt, and prevent SQL injection attacks by using prepared
statements. Finally, include a sample insertion to add a user named ‘sampleUser’ with an
encrypted password and a randomly generated salt”.

The key difference between the two prompts lies in the focus on security. While
the secure prompt emphasizes terms related to secure cryptography, prevention of SQL
injection attacks, and safe password storage, the insecure prompt omits these critical
considerations, focusing solely on the basic creation of a database and a user table. As
a result, the new code will use secure hash functions to store passwords in the database,
ensuring the protection of sensitive user credentials. Additionally, it will generate a random
salt for each user, stored alongside the hashed password, enhancing the security measures
against potential decryption attempts. Moreover, the code will use prepared statements
to prevent SQL injection attacks, thus fortifying the database against malicious exploits.
Furthermore, it will incorporate password complexity constraints—including minimum
length and special character requirements—to bolster the resilience against brute-force
attacks. Lastly, the code will explicitly manage the uniqueness of usernames, reducing the
risk of unauthorized access and ensuring data integrity within the system.

3.3. Methodology for User Authentication

Figure 3 shows a representative example of a PHP code that defines a function named
“getUserId”, designed for user authentication in the SQL database. The PHP code was
generated by ChatGPT based on the following prompt:

- “Generate a PHP function to authenticate users using login credentials. The function should
connect to a MySQL database and verify if the username and password match entries in
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the ‘user_table’ table. If successful, the function should return the corresponding user ID.
Otherwise, return −1”.
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Figure 3. PHP code for authenticating users in a database, provided by ChatGPT.

The process begins with establishing a connection to the database using “mysqli_
connect”, where the placeholders ‘host’, ‘username’, ‘password’, and ‘database’ should be
replaced with the actual configuration values. The connection success is verified and, if any
errors occur, the program terminates with an error message. Subsequently, an SQL query is
crafted to search for a user in the ‘user_table’, whose provided username and password
match the parameters passed to the function. The query is executed using “mysqli_query”.
The function then checks if any user was found and, if not, it returns −1. If a user is
found, it retrieves the user ID from the first result and returns it. In essence, the “getUserId”
function serves to authenticate a user in the database, providing the user ID upon successful
authentication, or −1 if no matching user is found.

The vulnerability in the PHP code provided by ChatGPT lies in its susceptibility to SQL
injection attacks. The code constructs SQL queries by directly concatenating user-provided
input, specifically the $username and $password variables, into the SQL statement, without
proper sanitization or parameterization. This opens the door to malicious exploitation, as
an attacker could manipulate input to inject arbitrary SQL code, potentially compromising
the security and integrity of the database.

According to this, an attacker will attempt to manipulate the password field during
the login process, by inputting the following syntax in the space to write the password
during the login process of the web page (Figure 4).
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Then, the attacker will manipulate the SQL query by concatenating the username and
password provided by the user directly into the query string, without proper sanitization.
Here, the ‘ OR 1 = 1 syntax is added to the password field. This part is designed to make
the condition always true and the -- symbol is used to comment out the rest of the query,
disabling any additional conditions that may follow. The resulting query might look
something like that shown in Figure 5.
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Since 1 = 1 is always true, the AND password = ‘’ condition becomes irrelevant. The
query effectively reduces to selecting all records from the user_table and the -- symbol
is used to comment out the rest of the query, to avoid syntax errors. This type of attack
could lead to the deletion of records from the user_table, if the query were a DELETE type.
Therefore, the attacker introduces the syntax “DELETE FROM user_table WHERE ‘ OR
1 = 1 --” in the space where the password must be written during the login process of the
web page.

To obtain secure code that establishes a MySQL database, the user should have speci-
fied the following sentence at the prompt:

- “Generate a secure PHP function to authenticate users using login credentials. The function
should connect to a MySQL database and verify if the username and password match entries
in the ‘user_table’ table. Ensure that the function is protected against SQL injection attacks by
using prepared statements or parameterized queries. If the authentication is successful, the
function should return the corresponding user ID. Otherwise, return −1”.

The main difference between the two prompts lies in the security approach. While
the insecure prompt does not specify the need for protection against SQL injection attacks
and does not mention the use of prepared statements or parameterized queries, the secure
prompt explicitly emphasizes the importance of these measures to mitigate such risks. As
a result, in the modified version, direct concatenation of the $username and $password
values into the SQL query will be replaced with placeholders (?). Subsequently, prepared
statements will be employed to bind the $username and $password values to these place-
holders prior to query execution. This ensures that user input values will be treated as data
and not as part of the SQL query structure, thereby mitigating the risk of SQL injection
vulnerability. It is a classic example of SQL injection, emphasizing the importance of using
prepared or parameterized queries to mitigate these vulnerabilities. To enhance security, it
is recommended to use prepared statements or parameterized queries, which effectively
mitigate the risk of SQL injection, by separating user input from the SQL code and ensuring
proper escaping of values.

4. Experimentation

This section describes a case study involving an SQL injection, detailing the steps
taken by a hacker to exploit weaknesses in the construction and execution of SQL queries
on a website, with the goal of removing user records from the organization database.

In industrial applications like inventory management, production tracking, and quality
management systems, SQL injection attacks pose serious risks. For instance, in a web-
based inventory management system, vulnerabilities in SQL queries could be exploited
by injecting malicious code into input fields. This could allow attackers to manipulate
queries, potentially deleting user records from the database. By bypassing authentication,
attackers could gain unauthorized access to sensitive data, leading to disruptions in pro-
duction processes, a loss of critical information, or compromised product quality, if not
promptly addressed. Similarly, in self-configurable systems, SQL injection attacks represent
a significant threat, where the dynamic adaptability introduced by agents creates new
vulnerabilities. Automatic adjustments in the web server, PHP code, and database could be
exploited by attackers to launch targeted attacks, thus interrupting the normal functioning
of operations.

SQL Injection Attack

The self-generating vulnerability covered in this study consists of an SQL injection
attack. This involves exploiting a security gap in the way SQL queries are constructed and
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handled on a website, specifically during the login process. The hacker will aim to delete
the organization’s user database and needs to ascertain the table name targeted for deletion.
To achieve this, the attacker will seek vulnerabilities and, in this instance, exploitation
occurs through the URL of the website.

Assuming the URL is http://www.domain.com/page.php?id=1&id2=1&id3=1 and
the database produces an error when a single quote (‘) is appended to id3, the manipulated
URL becomes http://www.domain.com/page.php?id=1&id2=1&id3=1’. This process
admits other variants than a single quote and involves iterative testing. After encountering
an SQL 1064 error resembling “You have an error in your SQL syntax; check the manual
that corresponds to your SQL server version for the right syntax”, the hacker can infer
a potential SQL injection vulnerability. The error message is essentially revealing to the
attacker that the input provided interfered with the SQL query’s structure, hinting at a
potential breach for unauthorized access or manipulation of the database.

To be successful, the hacker must determine the number of columns used by the web
page in the next step. To this end, the hacker engages in testing the column count, using the
“order by” clause. For instance, the hacker manipulates the URL as http://www.domain.
com/page.php?id=1&id2=1&id3=1’ order by 3 --+, where there is no error encountered.
The segment ‘ order by 3 --+ is an attempt to manipulate the SQL query executed by the
backend script page.php, where the ‘ character marks the end of a parameter value and
by 3 seeks to sort the query results by the third column. The -- symbol initiates an SQL
comment, ensuring that anything following it is disregarded by the database engine. The +
symbol at the end is an effort to evade potential input filters that could be in place.

Subsequent attempts, such as http://www.domain.com/page.php?id=1&id2=1&id3
=1’ order by 10 --+, will result in an error, specifically “The query did not execute: Unknown
column ‘10’ in ‘order clause’”. This iterative process allows the hacker to understand the
structure of the table and to determine the exact number of columns used by the web page,
enabling the attacker to proceed with more targeted and effective SQL injection attempts.

Later, the “union select” command will essentially grant the hacker the ability to
execute statements directly in the database, with the results reflected on the webpage.
Following the example, the hacker will manipulate the URL to http://www.domain.com/
page.php?id=1&id2=1&id3=1’ union select 1,2,3,4,5,6,7,8,9,10. What this accomplishes is
the presentation of column numbers to the hacker, indicating which columns are vulnerable
for SQL injection. This step is crucial and requires attention to discern the changes. In some
cases, alterations are quite noticeable and abrupt, while they are more subtle in others. As a
representative example, imagine that the vulnerability is located in column 5. The webpage
will reveal this number somewhere, providing the hacker with the information needed for
subsequent injection exploits.

The hacker then needs to input “database()” in column 5, resulting in the URL ap-
pearing as http://www.domain.com/page.php?id=1&id2=1&id3=1’ union select 1,2,3,4,
database(),6,7,8,9,10. This action leverages the SQL injection vulnerability previously iden-
tified in column 5. By inserting “database()” at this point, the hacker retrieves information
about the current database being used by the webpage. Assuming the database in use is
Oracle instead of MySQL, this detail could be determined by placing “@@datadir” where
the hacker previously used “database()”. This technique allows the hacker to gather critical
details about the database structure, paving the way for a more sophisticated and targeted
exploitation. The hacker, having successfully obtained user information, is then positioned
to execute a specific SQL injection. Attackers have several ways to send HTTP requests
in web applications, to carry out SQL injection attacks. In this case study, username and
password information can be sent manually, using tools such as Postman or cURL, or by
automating scripts in languages such as Visual Basic .NET. This would take on the form
described in Figure 6.

http://www.domain.com/page.php?id=1&id2=1&id3=1
http://www.domain.com/page.php?id=1&id2=1&id3=1
http://www.domain.com/page.php?id=1&id2=1&id3=1
http://www.domain.com/page.php?id=1&id2=1&id3=1
http://www.domain.com/page.php?id=1&id2=1&id3=1
http://www.domain.com/page.php?id=1&id2=1&id3=1
http://www.domain.com/page.php?id=1&id2=1&id3=1
http://www.domain.com/page.php?id=1&id2=1&id3=1
http://www.domain.com/page.php?id=1&id2=1&id3=1
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Figure 6. Visual Basic .NET code for deleting records from the user table of the database.

This malicious SQL injection attempts to delete records from the user table, where the
condition ‘ OR 1 = 1 is always true, effectively targeting all rows for deletion. This example
underscores the severity of SQL injection vulnerabilities, emphasizing the importance of
implementing robust security measures to safeguard against unauthorized access and the
manipulation of sensitive data.

Figure 7 summarizes the SQL injection attack. The key actors in this scenario include
the hacker, responsible for carrying out the attack; the website at the server, which serves
as the destination; and the database, where sensitive information is stored. The attack
phases include reconnaissance, during which the attacker gathers information about the
website and database; crafting the malicious request, designed to exploit a vulnerability
in the database; sending the malicious request to the website; exploiting the vulnerability
within the database; and, finally, extracting the sensitive data from the website.
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5. Discussion

This section discusses the limitations of traditional security practices in software devel-
opment and introduces an AI-driven methodology for enhanced vulnerability detection. It
compares the effectiveness of ChatGPT with other LLMs in identifying risks, emphasizing
the importance of thorough evaluation in real-world applications. The section also covers
regulations and legislation pertaining to industrial applications, emphasizing compliance
with standards such as GDPR, HIPAA, NIST Cybersecurity Framework, and ISO/IEC
27001 [35], to ensure data security and mitigate legal and regulatory risks. It also highlights
adherence to industry-specific standards like ISA/IEC 62443 [36] and provides guidelines
for trustworthy AI development in industrial settings. Additionally, it addresses security
enhancement measures in industrial applications, including continuous security monitor-
ing, testing, and code review to identify and mitigate vulnerabilities. It emphasizes the
importance of security awareness training for industrial developers.

5.1. Analysis of Traditional Security Methodologies Versus AI-Based Approaches

Traditional tools and methodologies for addressing security in software development
often focus on static testing and static code analysis. These practices involve manual code
review by developers, or the use of automated tools that scan code for known vulnerabili-
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ties. However, recent research found that 32% of web applications contained high-severity
security vulnerabilities, even after static code analysis [37]. These data reflect the per-
sistence of vulnerabilities in web applications, despite standard security practices. In
contrast, the methodology based on AI code generation introduces an innovative and
automated approach to vulnerability detection. Rather than relying solely on static testing,
this methodology uses AI models to generate code, which can assist in identifying and
mitigating vulnerabilities more efficiently and accurately [38]. This is because AI models
can analyze large amounts of code and learn security patterns, to avoid the introduction
of common vulnerabilities. This enables them to scale seamlessly to handle increasingly
complex software systems.

A comparative analysis of the approach carried out with ChatGPT, with respect to
other LLMs, can be seen in Table 2, where several indicators of performance can be found.
The different LLMs exhibit varying degrees of proficiency in identifying risks within the
generated code. In this sense, there are instances where LLMs detect fewer risks compared
to ChatGPT, while they identify more in other scenarios. This difference highlights the risk
in code generation tasks, indicating that the quality and security can significantly depend
on the model utilized and the specific programming task. Moreover, the analysis indicates
that ChatGPT and Copilot demonstrate robust scalability, as evidenced by their consistent
performance in generating code and detecting risks, contributing to the overall security in
different contexts. In contrast, Gemini exhibits limitations in certain scenarios, including
the inability to generate code and lower efficacy in risk detection in specific tasks. Such
findings underscore the importance of the thorough evaluation and comparison of codes in
real-world applications, to ensure robust and secure software development practices.

Table 2. Performance of various LLMs, in terms of secure code generation.

Code Description Code Size Risk Detected (by LLM
Itself)

Risk Detected (by
ChatGPT)

Insecure
SQL

Database creation
with ChatGPT 13 lines, 45 words Total 10 (low: 3, medium: 4,

high: 3 -

Secure
SQL

Database creation
with ChatGPT 17 lines, 56 words Total 6 (low: 3, medium: 1,

high: 2) -

Insecure
SQL

Database creation
with Gemini 9 lines, 22 words Total 3 (low: 0, medium: 2,

high: 1)
Total 8 (low: 6, medium: 2,
high: 0)

Secure
SQL

Database creation
with Gemini 17 lines, 39 words Total 3 (low: 0, medium: 1,

high: 2)
Total 5 (low: 1, medium: 3,
high: 1)

Insecure
SQL

Database creation
with Copilot 9 lines, 38 words Total 5 (low: 0, medium: 3,

high: 2)
Total 5 (low: 2, medium: 2,
high: 1)

Secure
SQL

Database creation
with Copilot 13 lines, 45 words Total 5 (low: 1, medium: 3,

high: 1)
Total 3 (low: 1, medium: 3,
high: 1)

Insecure
PHP

User Authentication
with ChatGPT 35 lines, 115 words Total 3 (low: 1, medium: 1,

high: 1) -

Secure
PHP

User Authentication
with ChatGPT 35 lines, 111 words Total 2 (low: 0, medium: 1,

high: 1) -

Insecure
PHP

User Authentication
with Gemini Unable to create N/A N/A

Secure
PHP

User Authentication
with Gemini Unable to create N/A N/A

Insecure
PHP

User Authentication
with Copilot 45 lines, 129 words Total 5 (low: 0, medium: 2,

high: 3)
Total 2 (low: 0, medium: 1,
high: 1)

Secure
PHP

User Authentication
with Copilot 31 lines, 106 words Total 7 (low: 1, medium: 5,

high: 1)
Total 2 (low: 1, medium: 1,
high: 0)

For instance, numerous vulnerabilities have been identified within the script provided
by ChatGPT in Figure 2. Pertaining to low-severity issues, shortcomings in error handling
and input validation were observed, potentially leading to unexpected system behavior and
susceptibility to SQL injection attacks. Moderately concerning are deficiencies in password



Appl. Sci. 2024, 14, 3780 13 of 18

management practices (e.g., the lack of a clear password policy and the usage of simplistic
password examples), which could compromise the integrity of user credentials. However,
of heightened concern are the absence of authentication mechanisms for database access,
the potential use of insecure password hashing algorithms, and the exposure of sensitive
user information through auto-incremented user IDs.

The revised code made with ChatGPT addresses various security concerns compared
to the original version, but still requires improvements for optimal system security. Pass-
word storage is strengthened with hashing and salt, yet susceptibility to brute force attacks
remains, if weak hashing algorithms or predictable passwords are used. Although the
hashed password length is increased, adequacy depends on the hashing algorithm and
security practices. Similarly, the salt field’s length may need adjustment. Also, explicit error
handling is absent, necessitating robust management for system resilience. Furthermore,
the absence of a password policy and explicit input validation exposes vulnerabilities to
potential attacks. Despite this, a 45% improvement in code security was obtained after a
first review of the SQL script.

Similarly, the insecure version of the user authentication code generated with ChatGPT
in Figure 3 also reveals differences, when compared with a secure version. While both
versions share similar code structures, the secure rendition demonstrates a reduced risk
profile, featuring one less low-risk issue compared to the insecure version (see Table 2).

5.2. Regulation and Legislation on Industrial Applications

Ensuring compliance with relevant industry regulations and standards, such as Gen-
eral Data Protection Regulation (GDPR) or the Health Insurance Portability and Account-
ability Act (HIPAA), can help protect sensitive data and mitigate the legal and regulatory
risks associated with security breaches [39]. Additionally, compliance frameworks like
NIST Cybersecurity Framework or ISO/IEC 27001 establish the requirements for imple-
menting effective security controls and risk management practices related to SQL injection
vulnerabilities. To fulfill it, ISO/IEC 27002 [40] offers a comprehensive framework for
information security management systems, providing guidance on establishing, imple-
menting, maintaining, and continually improving security controls and procedures within
an organization. ISO/IEC 27002 emphasizes the necessity of robust security policies, orga-
nizational structures, and human resource management practices to effectively mitigate
risks. For instance, ISO/IEC 27002 recommends implementing security policies addressing
secure coding practices, including guidelines for parameterized queries and input valida-
tion to prevent SQL injection exploits. The organizational security measures outlined in
ISO/IEC 27002 encompass role-based access controls, regular security training for develop-
ers and administrators, and incident response protocols to promptly address SQL injection
breaches [41].

Additionally, compliance with industry-specific standards such as ISA/IEC 62443
for industrial control systems (ICSs) cybersecurity is crucial for ensuring the security of
critical infrastructure and industrial operations against cyber threats. Adherence to this
standard ensures that industrial control systems are designed, implemented, operated, and
maintained securely. Certification bodies like the International Society of Automation (ISA)
or the International Electrotechnical Commission (IEC) provide certification programs to
validate compliance with ISA/IEC 62443, offering assurance to stakeholders regarding
the security of industrial systems. Complementarily, RFC 2196 offers guidance on site
security policies and procedures, focusing on establishing clear security guidelines and
practices to protect against various security threats, including SQL injection attacks. RFC
2196 underscores proactive measures such as pre-employment background checks, ongoing
security awareness training, and stringent access controls to mitigate the risks associated
with SQL injection vulnerabilities [42].

Moreover, the use of AI-supported tools in the industry necessitates adherence to
standards and best practices for ensuring the security and reliability of AI systems. Organi-
zations like the Institute of Electrical and Electronics Engineers (IEEE) and the National
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Institute of Standards and Technology (NIST) provide guidelines and frameworks for
trustworthy AI development, encompassing aspects such as transparency, accountability,
fairness, and robustness [43]. Adhering to these guidelines helps to mitigate the risks associ-
ated with AI-generated code and ensures the integrity of industrial processes and systems.

Furthermore, collaboration with industry consortia and research organizations can
facilitate the development and adoption of industry-specific security standards and best
practices for AI-supported systems. Initiatives such as the Industrial Internet Consortium
(IIC) or the Manufacturing Enterprise Solutions Association (MESA) promote collaboration
among industry stakeholders to address cybersecurity challenges in industrial environ-
ments and foster innovation in AI applications. This is also the case for e-mark certification
by TÜV SÜD, for the development of AI and machine learning in autonomous vehicles [44].
By actively participating in such initiatives, organizations can stay abreast of emerging
threats and technologies, enhancing the security posture of AI-enabled industrial systems.

5.3. Measures for Enhancing Security in Industrial Applications

Implementing continuous security monitoring solutions designed to detect and re-
spond to security threats in real-time for industrial applications can also help in mitigating
the risks. Security information and event management (SIEM) systems, intrusion detection
systems (IDSs), and endpoint detection and response (EDR) solutions are examples of
technologies that allow for the detection of suspicious or malicious activity in the database
in real-time [45]. Moreover, in industrial settings, destructive measures could involve
actions taken on a non-production environment or a replicated database instance, without
impacting the live production system. In this scenario, destructive measures could include
deliberately exploiting SQL injection vulnerabilities to test the system’s resilience, simulate
potential attacks, or identify weaknesses in the security defenses, without risking harm to
the live environment. The utilization of security tools such as OpenVAS, Nessus, Wireshark,
Nmap, and SQLmap is essential for this purpose [46]. These tools aid in detecting potential
vulnerabilities in network infrastructure, including misconfigurations exacerbating SQL
injection risks. Specifically, SQLmap automates the detection and exploitation of SQL injec-
tion flaws within web applications, enabling security teams to assess defenses effectively
and prioritize remediation efforts [47].

Regarding addressing the challenges posed by novice programming errors and vul-
nerabilities introduced by AI-generated code in industrial applications, it is essential to
incorporate additional measures tailored to specific requirements, based on standards and
industry best practices. Implementing secure coding standards and guidelines, such as
those outlined by organizations like Open Web Application Security Project (OWASP) or
Computer Emergency Response Team (CERT), can help mitigate common programming
errors and vulnerabilities [46]. These practices include input validation, output encod-
ing, proper error handling, and secure authentication mechanisms, which are particularly
crucial in industrial settings, where data integrity and system reliability are paramount.

Establishing robust code review processes—where experienced developers review
code written by novice programmers or generated by AI tools—can help identify and
address potential security vulnerabilities early in the development lifecycle. Code reviews
should focus not only on functionality, but also on security considerations specific to
industrial applications, such as ensuring compliance with industry-specific regulations
and standards.

Incorporating security testing into the software development lifecycle of industrial
systems, including techniques such as static code analysis, dynamic application security
testing (DAST), and penetration testing, can help identify and remediate vulnerabilities in
both manually written and AI-generated code. Automated tools like Burp Suite, SonarQube,
and Veracode can assist in these efforts, providing specialized features for assessing the
security of industrial software systems [48].

Furthermore, providing ongoing security awareness and training programs for devel-
opers in industrial settings is essential. This includes education on secure coding practices
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focused on industrial applications (e.g., Cisco Certified Network Professional), common
vulnerabilities specific to industrial environments, and threat modeling techniques adapted
to the unique challenges faced by industrial systems. By enhancing the security knowledge
and skills of developers, organizations can improve the overall security posture of their
industrial systems and reduce the likelihood of introducing vulnerabilities through coding
errors or AI-generated code [49].

6. Conclusions

Novice developers typically make 16 errors per 100 lines of code, while experienced
ones reduce this rate by half, yet errors still present significant risks across industries. Large
Language Models (LLMs) offer faster coding, but they do not always produce bug-free
code, posing risks of application failure and mistrust if misused. LLMs, like ChatGPT, are
popular among engineers, but concerns persist regarding security gaps. Consequently,
new vulnerabilities arise as ICT evolves, necessitating scrutiny of self-generated tools.
Moreover, novice programmers struggle with procedural programming, highlighting the
need for strategies to address deficiencies. Therefore, analyzing security in AI-generated
programming and enhancing security training in ICT education programs are crucial.
Collaborative efforts between engineers and cybersecurity experts, facilitated by tools like
DeepState and VulnEx, are essential for establishing robust security protocols and ensuring
software security for industrial applications, through security code reviews.

Accordingly, the present research focuses on the vulnerabilities of LLMs with the
aim of contributing to the understanding of the implications, through a practical case,
and proposing effective strategies to enhance secure software development practices. The
methodology carried out in this work describes the creation of a database, definition
of tables, insertion of user data, and storage of passwords, typically used in industrial
applications like inventory management systems, production tracking systems, and quality
management systems, where web-based applications, databases, SQL queries, and PHP
play a key role. However, the provided code is shown to lack strong security measures (e.g.,
password encryption and use of prepared statements to prevent SQL injection attacks).
Furthermore, it is shown that PHP code for user authentication is vulnerable to SQL
injection, due to concatenation of user input into SQL queries without proper sanitization.
Thus, the importance of using prepared statements or parameterized queries to mitigate
SQL injection vulnerabilities is emphasized.

The experimentation carried out showed an SQL injection attack as an example, which
exploits vulnerabilities in the construction of SQL queries during login processes on a
website. Through iterative URL manipulation tests, the attacker identifies potential vulnera-
bilities. By determining the number of columns and executing commands, the hacker gains
access to the database information. The attacker then executes a malicious SQL injection
to delete user records, which highlights the critical need for strong security measures to
prevent unauthorized access and manipulation of data. This could lead to disruptions in
production processes, loss of critical information, or compromised product quality.

The analysis on AI-based code generation models revealed significant variations be-
tween them in detecting security risks. A comparison between codes showed a trend
towards reduced risk in secure versions, indicating the potential of LLMs to improve code
security. However, it is essential to keep in mind that fewer problems detected using an
LLM does not necessarily equate to better code quality; it could reflect a lower ability to
identify problems. In this sense, ChatGPT generally detected more risks in the code com-
pared to Gemini and Copilot, demonstrating better performance. These findings highlight
the necessity for the comprehensive evaluation and comparison of AI-generated code in
practical applications, to guarantee robust and secure software development practices.

Regarding recommendations on security, ensuring compliance with industry regu-
lations such as GDPR and HIPAA helps protect sensitive data and mitigate legal risks.
Frameworks such as NIST and ISO/IEC 27001 establish security controls to address SQL
injection vulnerabilities. To this end, ISO/IEC 27002 emphasizes strong security policies
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and training to prevent breaches. In addition, compliance with industry-specific standards
such as ISA/IEC 62443 for industrial control systems’ (ICSs) cybersecurity is crucial for
ensuring the security of critical infrastructure and industrial operations. Additionally, other
approaches such as continuous security monitoring with SIEM, IDS, and EDR systems help
detect and respond to threats in real time. In addition, destructive testing in non-production
environments can assess resiliency, without putting active systems at risk. In this sense,
tools like OpenVAS, Nessus, and SQLmap help in detecting and testing for vulnerabili-
ties. Additionally, implementing secure coding standards, robust code review processes,
and security testing in the development lifecycle are also noted as approaches to address
novice programming errors and vulnerabilities in AI-generated code. Automated tools
like Burp Suite and SonarQube assist in security testing efforts. In this regard, ongoing
security awareness and training programs educate developers on secure coding practices
to improve organizational security.

Regarding the limitations of this work, while the provided example illustrates potential
vulnerabilities introduced by generative AI tools, a more thorough examination is needed,
ideally with multiple scenarios beyond the current single example. Incorporating analyses
that compare code generated by engineers and AI tools of varying expertise levels could
provide statistical evidence. Furthermore, practical examples of mitigation strategies, such
as modifying prompts to generate attack-resistant code, will be covered in future studies.
Future work could focus on investigating additional approaches to address vulnerabilities
in self-generated code, such as the development of static analysis tools specifically designed
to detect and mitigate these types of security risks. Moreover, further exploration could
be carried out into the ethical and social implications of the increasing reliance on AI in
software development, as well as the legal and regulatory implications related to liability
for self-generated code vulnerabilities.
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