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Abstract: In the rapidly evolving landscape of cybersecurity, model extraction attacks pose a signifi-
cant challenge, undermining the integrity of machine learning models by enabling adversaries to
replicate proprietary algorithms without direct access. This paper presents a comprehensive study
on model extraction attacks towards image classification models, focusing on the efficacy of various
Deep Q-network (DQN) extensions for enhancing the performance of surrogate models. The goal
is to identify the most efficient approaches for choosing images that optimize adversarial benefits.
Additionally, we explore synthetic data generation techniques, including the Jacobian-based method,
Linf-projected Gradient Descent (LinfPGD), and Fast Gradient Sign Method (FGSM) aiming to facili-
tate the training of adversary models with enhanced performance. Our investigation also extends to
the realm of data-free model extraction attacks, examining their feasibility and performance under
constrained query budgets. Our investigation extends to the comparison of these methods under
constrained query budgets, where the Prioritized Experience Replay (PER) technique emerges as
the most effective, outperforming other DQN extensions and synthetic data generation methods.
Through rigorous experimentation, including multiple trials to ensure statistical significance, this
work provides valuable insights into optimizing model extraction attacks.

Keywords: synthetic data; security; active learning; reinforcement learning; model extraction attack;
image classification

1. Introduction

The rise of adversarial attacks targeting image classification models has become a major
issue, highlighting vulnerabilities in these models that can be exploited to deceive them
into making incorrect predictions or classifications [1–5]. Among the various categories of
adversarial attacks, the black-box adversarial attack problem stands out due to its practical
relevance and the realistic constraints it imposes on attackers. In contrast to white-box
attacks, which assume attackers possess complete information about the architecture and
parameters of the model, black-box assaults are conducted with the understanding that
the attacker has little to no understanding of the target model’s internal workings [6]. This
situation is more prevalent in practical settings, where attackers usually do not have direct
access to proprietary or confidential models.

A key challenge in executing successful black-box attacks lies in the strategic utilization
of inquiries to the target model. Each query provides feedback regarding the model’s output
for a given input, but excessive querying can not only raise suspicion but also become
impractical due to rate limits or cost considerations [7]. Prior art in this domain has
explored various strategies to generate adversarial examples under these constraints, yet
there remains a significant gap in utilizing query feedback effectively [8]. This inefficiency
in feedback utilization leads to suboptimal attack strategies that require a large number of
queries, thereby increasing the risk of detection and reducing the feasibility of the attack [9].

Appl. Sci. 2024, 14, 3785. https://doi.org/10.3390/app14093785 https://www.mdpi.com/journal/applsci

https://doi.org/10.3390/app14093785
https://doi.org/10.3390/app14093785
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/applsci
https://www.mdpi.com
https://orcid.org/0000-0002-5439-1137
https://doi.org/10.3390/app14093785
https://www.mdpi.com/journal/applsci
https://www.mdpi.com/article/10.3390/app14093785?type=check_update&version=1


Appl. Sci. 2024, 14, 3785 2 of 22

A standard example of an adversarial model extraction attack appears in Figure 1. By
systematically querying the model and analyzing its responses, attackers can infer valuable
information, allowing them to construct a surrogate model that tightly resembles the
original [10,11].

Figure 1. Black-box adversarial model extraction attack. The surrogate model is refined using
feedback from queries to more closely mirror the victim model.

The implications of successful black-box adversarial model extraction attacks are
multifaceted, ranging from intellectual property theft and undermining the competitive
advantage to enabling more sophisticated attacks, such as crafting adversarial examples
or identifying vulnerabilities within the model [12]. In this research, we investigate two
key aspects of model extraction attacks: sample selection and data-free strategies. Sample
selection involves determining which input samples are most advantageous for querying
the target model, potentially leading to more efficient and effective extraction. Conversely,
data-free attacks seek to replicate a model without requiring accessibility to the training
data’s initial source, presenting a significant threat to privacy.

For sample selection, we explore the efficacy of various extensions to the Deep Q
Network (DQN) [13,14], leveraging the combined strengths of active learning and reinforce-
ment learning techniques. Active learning, in our approach, serves to judiciously select
queries that are most likely to yield informative feedback from the victim model, thereby
enhancing the training of a surrogate model, which simulates the target model’s decision
boundaries. At the same time, reinforcement learning refines the process of selecting
queries, establishing an adaptive approach that reduces the number of queries needed
while enhancing the strength of the adversarial examples created [15]. By leveraging the
power of DQN and its variants, such as Double DQN (DDQN) [16], Dueling DQN [17],
Noisy network [18], Soft update [19], Prioritized Experience Replay (PER) [20], and Empha-
sizing Recent Experience (ERE) [21], we aim to identify the most informative samples for
querying the target model. Our approach involves training DQN agents to learn sample
selection strategies that maximize the information gained from each query, potentially
leading to more accurate model extraction with fewer queries.

In addition to sample selection, we investigate techniques for generating synthetic
samples to aid in model extraction. Specifically, we evaluate the performance of gradient-
based approaches, including Jacobian-based methods [22], Linf-projected Gradient Descent
(LinfPGD) [23], and Fast Gradient Sign Method (FGSM) [24]. These techniques utilize
the target model’s gradients to produce samples that assist an adversary train a replica
model with improved performance. Furthermore, we explore data-free model extraction
attacks [25], which aim to extract a model without needing access to the original training
dataset. This approach raises significant privacy concerns, as it potentially enables an
adversary to obtain a functional replica of a model solely through querying, without
requiring any data from the model owner.

Through extensive experiments and analysis, we aim to provide valuable insights into
the effectiveness of these sample selection and data-free strategies for model extraction
attacks. Our findings will contribute to a better understanding of the vulnerabilities present
in image classification frameworks and contribute to the creation of robust defense mech-
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anisms to protect intellectual property and preserve privacy. Our key contributions are
outlined as follows: (i) To the best of the author’s knowledge, this work presents the first at-
tempt to leverage DQN extensions to model extraction attacks, which has not been explored
in the existing literature. (ii) The development of an open-source framework that integrates
popular DQN extensions such as Prioritized Experience Replay, Double DQN, and Dueling
DQN. We illustrate how these can be used to enhance attack methodologies against neural
networks. (iii) The conduct of comparative experiments that benchmark the effectiveness
of these methods against traditional approaches, providing a clear demonstration of their
relative performance and advancing the understanding of effective attack strategies in the
realm of AI security. (iv) By evaluating different techniques for synthetic data generation,
such as FGSM and LinfPGD, and comparing their effectiveness in the context of model
extraction, our work identifies best practices and guidelines for practitioners. This helps
in refining the approach to generating synthetic data, which is crucial for training robust
adversarial models.

This paper is organized as follows: Section 2 provides an overview of related research
in adversarial machine learning, underscoring the progress and challenges of current at-
tack methodologies. Section 3 outlines the process used to develop the model extraction
methodology. It provides a comprehensive explanation of how active learning and rein-
forcement learning strategies were combined, along with techniques for selecting samples
to create synthetic data. Section 4 presents the experimental framework and the outcomes
of applying our approach to image classification models. Discusses the implications of
our findings. Finally, Section 5 suggests avenues for future investigation, and wraps up
the paper.

2. Related Work

Recent developments in adversarial attacks on machine learning have attracted con-
siderable interest, highlighting how vulnerable machine learning models are to these kinds
of attacks. Han et al. [26] provide a comprehensive survey of adversarial attacks and coun-
termeasures in various domains such as images, graphs, and text, highlighting the evolving
landscape of studies in adversarial machine learning. This underscores the urgency of
developing strong defense strategies to mitigate these attacks. Pitropakis et al. [27] offers a
comprehensive classification and overview of machine learning attacks, concentrating on
the development of adversarial machine learning research during the past ten years. They
highlight the importance of grasping the nature of adversarial attacks and the defenses
against them, especially in models constructed using deep neural networks, and introduce
a classification system for different attack methodologies. Gong et al. [28] and Arawinku-
maar et al. [29] highlight the vulnerability of machine learning algorithms, particularly
deep neural networks, to adversarial attacks. They emphasize the impact of carefully
designed perturbations on victim samples, leading to incorrect predictions by the target
model. Furthermore, Alshahrani et al. [30] focus on examining adversarial attack strategies
and the systems for detecting these attacks within systems for detecting network intrusions
using supervised machine learning. Their work illuminates the critical requirement for
robust defensive systems to fend off hostile assaults.

In addition, recent research has extended the scope of adversarial attacks to various
domains such as network security, IoT, and 5G communications. Ibitoye et al. [31] discuss
adversarial machine learning in cyberwarfare, with a focus on attacks against malware
classifiers. Sagduyu et al. [32] explore the new vulnerabilities presented by adversarial
machine learning, particularly focusing on attacks targeting wireless communications
within 5G networks. Meanwhile, Luo et al. [33] introduce an approach based on adversarial
machine learning for executing partial-model attacks during the data fusion/aggregation
stage in IoT systems, emphasizing the importance of establishing strong defense measures
in IoT settings.
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Significant progress has been achieved in recent studies focused on active learning
and active reinforcement learning within the realm of adversarial attacks. Chen et al. [34]
provide an extensive review of adversarial attacks within the realm of reinforcement learn-
ing, examining these issues through the lens of AI security, emphasizing the need to
understand and mitigate adversarial threats in reinforcement learning systems. Oikari-
nen et al. [35] introduce RADIAL-RL, a method intended to strengthen reinforcement
learning agents’ resistance to adversarial attacks. This underscores the progress in creating
methods aimed at bolstering the durability of reinforcement learning algorithms. Further-
more, Zhang et al. [36,37] delve into how an adversary can employ reinforcement learning
to mount attacks on a victim agent, exploring this dynamic in their research, demonstrating
the use of reinforcement learning in modeling adversarial behavior. Moreover, recent
research has extended the scope of active reinforcement learning to various domains such
as IoT, robotics, and healthcare. Haider et al. [38] propose ACADIA, an efficient and robust
adversarial attack method against deep reinforcement learning, demonstrating advance-
ments in adversarial attack techniques in reinforcement learning. Additionally, Ye et al. [39]
investigate the use of reinforcement learning for conducting black-box adversarial attacks
on healthcare risk prediction models. Their work emphasizes the potential of reinforcement
learning to challenge complex systems through adversarial tactics.

Recent research in active learning within the domain of adversarial machine learning
highlights the increasing interest in tackling adversarial challenges by employing active
learning strategies. Aghdam et al. [40] explore the application of active learning in deep
detection models, concentrating on segmentation, convolutional neural networks, and the
broader field of deep learning. This research underscores the promise of active learning
methods in enhancing the detecting neural networks’ resistance to adversarial attacks.
Furthermore, Zhang et al. [41] examine Graph Neural Network (GNN) projective ranking-
based evasion attacks, showcasing their high effectiveness and the ability to transfer these
attack strategies successfully. This study showcases the application of active learning
in devising adversarial attacks and evaluating their impact on graph neural networks.
Moreover, Miller et al. [42] delve into adversarial active learning, emphasizing prior
work related to using active learning in an adversarial setting. This study offers valuable
perspectives on incorporating active learning strategies to bolster the defense of machine
learning models against adversarial attacks. Furthermore, Dineen [43] investigates the use
of reinforcement learning for executing data poisoning attacks on graph neural networks
(GNN), highlighting the potential of active learning in addressing adversarial attacks in
graph classification settings. Additionally, Debicha [44] examines how adversarial network
traffic can be transferred across various machine learning-based intrusion detection systems,
assessing its impact and effectiveness, shedding light on the application of active learning in
detecting and rejecting adversarial attacks in network security. In our research, we integrate
image data within a reinforcement learning framework, adapting it for suitability with an
image classification model. This approach can be considered a synergistic combination of
active learning and reinforcement learning methodologies.

Black-box adversarial attacks, which leverage query feedback to target generative
samples, are designed to optimize generated images in a way that they more effectively
deceive the victim model [45,46]. Such attacks aim to meticulously select and refine these
generative samples, improving their ability to bypass detection mechanisms.

Several studies have focused on enhancing the success rates of model extraction attacks
through various methodologies. For instance, Dong et al. [1] utilized momentum iterative
algorithms on a group of models, showcasing the susceptibility of models trained to defend
against adversarial attacks to black-box attacks. Similarly, Fang et al. [47] conducted
experimental evaluations with the black-box MNIST classification model, highlighting
the practical viability of approaches to black-box attacks that are based on reinforcement
learning. Furthermore, Chen et al. [48] introduced a method for extracting black-box
Deep Reinforcement Learning (DRL) models by observing only their interactions with the
environment. Moreover, Tsingenopoulos et al. [49] unveiled AutoAttacker, an innovative
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reinforcement learning framework that enables agents to navigate around a black-box
model by making queries, thereby successfully extracting and undermining its decision-
making processes. Ren et al. [50] suggested enhancing the transferability of black-box
adversarial model extraction attacks through the adoption of a lifelong learning framework,
drawing inspiration from the principles of lifelong learning. Additionally, Zhang et al. [51]
crafted a brute-force approach to model extraction, targeting machine learning-based
systems in cybersecurity. This method addresses certain limitations of existing adversarial
attack strategies, particularly those relying on generative adversarial networks.

Moreover, Shukla et al. [52] and Cheng et al. [53] explored the development of black-
box model extraction attacks that generate hard labels, concentrating on the creation of
adversarial examples using only restricted information, such as output labels. These studies
shed light on the optimization algorithms and query-efficient approaches for crafting hard-
label adversarial attacks.

3. Methods
3.1. Problem Definition

The core problem addressed in model extraction attacks is developing a surrogate
model capable of accurately imitating the performance of a sophisticated, victim online
image classification model using a reduced dataset. This problem arises due to limited
access to the victim model or API and the constraints associated with the computational
cost, data privacy, or proprietary limitations that restrict the volume of data available
for training. The challenge involves selecting an optimal subset of images that retains
the comprehensive diversity and complexity of the larger dataset to effectively train the
surrogate model. The surrogate model aims to minimize loss measures such as mean
squared error (MSE) between the surrogate and victim models’ predictions while achieving
comparable accuracy, precision, and recall to the victim model. Our research seeks to
explore various methods for image selection, data augmentation, and model training that
can leverage limited data to their maximum potential, thereby reducing the dependency
on large datasets without compromising the model’s performance. Our goal is to offer
meaningful observations on the efficiency of employing sample selection and data-free
tactics in executing model extraction attacks.

3.2. Active Learning with Reinforcement Learning for Model Extraction Attack

Our goal is to choose an optimal subset of images that encapsulates the full range of
diversity and complexity found in the larger dataset, enabling the effective training of the
surrogate model. This can be considered as an active learning problem. We set the active
learning (AL) challenge using a Markov decision process model, drawing inspiration from
related studies such as (Sener et al., 2017 [54]; Casanova et al., 2020 [55]; Gao et al., 2022 [56]).
The policy network π is represented as an agent for reinforcement learning, in detail a
deep Q-network [57]. This method allows the model to develop selection strategies by
leveraging the outputs from both the victim and surrogate models, guided by data-driven
insights. Our approach differs from existing methods in the following ways: the problem
we address, our definitions of states, actions, and rewards, and the specific reinforcement
learning algorithm we utilize to determine the best policy.

We aim to enhance the performance of surrogate models, S, parameterized by θ, using
a smaller number of images from a large dataset. This process is iteratively conducted until
a specified threshold is met. At each iteration, t, a policy network π, parameterized by ϕ,
selects a single image from a randomly sampled subset U for training the surrogate model.
The selected images are also processed by the victim model to acquire its outputs. To assess
performance, we employ a straightforward metric: determining the percentage of images
from the total dataset that are correctly classified.

In our methodology, we begin by training the victim model using the entire training
dataset, establishing it as the target. We then divide the training data into three distinct
segments. A specific portion, designated as Dt, is used for pre-training the surrogate
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models. To mitigate overestimation issues during the policy network’s training phase, we
initialize ten different surrogate models, all sharing the same architecture. For training the
policy network π, another subset, Dr is employed to facilitate the active learning process
over multiple episodes. This process focuses on refining an acquisition function designed
to enhance the surrogate model’s performance using a carefully selected set of K images.
We utilize a separate data partition, De, to evaluate the policy network, where the surrogate
models are trained up to the defined budget B. The total query budget is K ∗ B, but for
simplicity, we refer to it as B. Figure 2 describes the main workflow of training for the
Policy Network and surrogate models.

Figure 2. The main workflow of training for Policy π and surrogate models. We split the MNIST
dataset into three parts. Phase 1, we use split Dt to pre-train the surrogate models. Phase 2, U images
are sampled uniformly from the split Dr. Concatenated U images feature which is computed using
CNN feature extractor as the state representation. Policy π selects K images and gives surrogate and
victim models. Reward is obtained from the prediction MSE of surrogate and victim models. After
policy π is trained, fix it and continue training surrogate model in Phase 3. Phase 2 and Phase 3 are
trained iteratively until the final budget B is achieved.

The MDP framework is defined by a sequence of transitions (st, at, rt+1, st+1). Within
this framework, for any given state st ∈ S , the agent can choose an action at ∈ A, which
involves selecting specific images from the unlabeled set U. Each action is associated
with the selection of a particular image. The agent then receives a reward rt+1, calculated
based on the feedback from both the surrogate and victim models. It is important to note
that the definitions of states and actions are not contingent on the specific architecture of
the surrogate models. Our goal is to develop a policy that enhances sample selection to
improve the accuracy of the surrogate model. To achieve this, we utilize a DQN architecture,
employing transitions from an experience replay memory ε to train the policy π.

We initiate the process by assigning a set of initial weights θ0 to the ten surrogate
models that have been trained using the dataset Dt. The following steps are performed
during each iteration t:

1. Randomly sampled subset U from Dr.
2. The state st is computed from the feature extractor by given U.
3. Using an ϵ-greedy policy, the policy agent chooses action at. Each action corresponds

to selecting one image to be used for training.
4. The surrogate models and the victim model generate output based on the selected image.
5. The agent receives the reward rt+1, which is calculated as the performance differen-

tial between the surrogate model and the victim models.
6. The surrogate models are trained one iteration on the recently selected images.

3.3. DQN

The desired agent is designed to adhere to an optimal policy, linking each state to an
action that maximizes total future rewards. We conduct our DQN training using a divided
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dataset Dr. The agent observes the current state U of the environment. Using a neural
network, the agent selects actions (image) based on the current Q-values, which estimate
the quality of a state-action combination. After taking an action, the agent receives a reward
and transitions to a new state. The Q-values are updated based on the reward received and
the maximum predicted Q-values for the new state, using the Bellman equation. To stabilize
learning, DQN uses a replay buffer where past experience tuples (state, action, reward,
next state) are stored. The agent then samples from this buffer to break the correlation
between sequential observations. The development of Deep Q-Networks (DQN) has led
to numerous important advancements, each aimed at overcoming certain shortcomings
and improving the overall efficacy of the algorithm. These advancements have greatly
enhanced the functionality of the target DQN framework, facilitating more effective and
resilient learning across intricate settings. In this segment, we introduce the enhancements
to the DQN model that were evaluated. In the actual implementation, we replace the
DQN model with its extensions solely to evaluate and compare their performance. We also
test different combinations of these extensions to see which synergies are most effective,
providing insights into how these extensions interact.

3.3.1. Double DQN

Building on the foundational work [16], we establish the Double DQN as our baseline
model. DDQN uses two neural networks, one for selecting the best action and another
for evaluating the action’s value. When updating the Q-values, the action selection is
performed by the online network, but the Q-value for updating is estimated using the target
network. A recognized limitation of the DQN algorithm is its propensity to overestimate
actual rewards, resulting in exaggerated Q-values. The Double DQN technique [58] offers a
solution to this problem through an alteration of the Bellman equation utilized in the Deep
Q-network. This modification involves separating the processes of action selection and
action evaluation, as follows:

Q(s, a; θ) = r + γQ
(
s′, argmaxa′ Q

(
s′, a′; θ

)
; θ′

)
(1)

In this approach, the primary neural network, denoted by θ, is responsible for identifying
the optimal next action, a′. Meanwhile, the target network assesses the selected action to
calculate the Q-value. The straightforward adjustment has been demonstrated to mitigate
overestimation issues, leading to improved policy outcomes.

3.3.2. Dueling Deep Q-Learning

Wang et al.’s [17] The Dueling DQN approach divides the Q-values into two separate
parts, which improves upon the classic DQN: the advantage function, A(s, a), and the
value function, V(s). The value function evaluates the expected reward from a certain
circumstance s, but the advantage function illustrates the relative benefit of choosing a
particular action, a, over other options. Completing Q-value calculations for each state-
action combination is made possible by combining these two functions.

Dueling DQN introduces a novel neural network architecture. The network has two
streams to separately estimate (a) the state value function and (b) the advantage for each
action which represents the additional value of taking that action compared to others.
These two values are then combined to calculate the Q-value for each action at a given state,
allowing the network to learn which states are (or are not) valuable, independent of the
actions taken. Such an adjustment enhances the network’s learning efficiency, especially in
scenarios where the precise value of each action is less critical, by allowing it to concentrate
on understanding the state’s value function.

3.3.3. Target Network Soft Update

The soft update technique for target networks represents an important innovation
for deep reinforcement learning, as highlighted by Lillicrap et al. [19]. The Soft Update
technique is commonly used in reinforcement learning algorithms that utilize two neural
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networks: the main network and the target network. The main network is actively trained
during each iteration, while the target network is used to estimate future rewards more
stably. The structure of both networks is typically identical and consists of several layers
(e.g., convolutional layers for image inputs, followed by dense layers), but the target
network’s weights are updated less frequently to provide stable learning targets. This
method is designed to enhance the stability and effectiveness of training neural networks
for RL applications. Unlike hard updates, which copy the parameters from the main
network to the target network abruptly and at specified intervals, soft updates progressively
move the target network’s parameters closer to those of the main network. By doing so, it
avoids the potential for significant disruptions in the target network that could undermine
the learning process. In the soft update method, the weights of the target network are
slowly updated to the weights of the main network using an interpolation parameter τ.
The parameter τ, typically set to a value like 0.001 as proposed in the DPG algorithm,
regulates the rate of this blending process. The update mechanism for the target network is
described accordingly.

θtarget = θ × τ + θtarget × (1 − τ) (2)

The modest magnitude of the parameter τ ensures that the target network transitions
towards the Q-network’s parameters in a gradual manner. To make this gradual adjustment
impactful, it necessitates regular updates. By using a soft update strategy, the target
network may more easily follow changes made to the main network, thereby fostering a
learning environment that is both more stable and efficient. This method has shown its
worth, especially in intricate reinforcement learning endeavors, where preserving stability
throughout training is vital for attaining peak performance.

3.3.4. Prioritized Experience Replay

Schaul et al. [20] in 2015, established the idea of prioritized experience replay (PER),
and proposes a solution that incorporates an additional data structure to rank the impor-
tance of each transition. This system then selects experiences for replay based on these
prioritized rankings. The network used with PER is the same as the previous DQN network.
Unlike regular experience replay where transitions are sampled uniformly, PER modifies
the sampling mechanism by prioritizing transitions from which there is more to learn (i.e.,
transitions with higher prediction error). To compensate for the altered distribution caused
by prioritized sampling, importance-sampling weights alpha are used to adjust the learning
updates, ensuring that the learning remains unbiased. After each learning update, the
priorities in the replay buffer need to be updated based on the new errors.

P(i) =
pα

i
∑k pα

k
(3)

The amount of bias in the sampling process is controlled by the hyperparameter alpha, and
priorities are determined by the temporal difference error that the agent recorded during its
most recent training session on a certain event. This approach allows the agent to improve
its efficiency in learning from the samples by concentrating on regions where its predictions
are the most erroneous. Replay buffer additions are given top priority, guaranteeing a bias
toward more recent events. However, it is crucial to acknowledge that this method may
also favor stochastic transitions, despite the potentially minimal knowledge gain they offer.

3.3.5. Emphasizing Recent Experience

Originally created to accelerate the Soft Actor-Critic (SAC) algorithm’s rate of con-
vergence, as discussed by Wang et al. [21] in 2019, this approach has the potential to be
adapted across various algorithms and tasks that benefit from faster incorporation of recent
experiences, especially in complex scenarios involving multiple elements. The fundamental
idea is to sample a mini-batch from the whole dataset in the replay buffer before moving
on to the parameter updating phase. For each following mini-batch, The sampling interval
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is gradually limited for each subsequent mini-batch to increasingly focus on newer data
points. This strategy is underpinned by two key principles: (i) increasing the frequency
of sampling recent data and (ii) organizing updates in a manner that prevents the erasure
of newer information by older data. The implementation of Experience Replay Empha-
sis (ERE) introduces a simple but efficient sampling method, allowing the agent to give
precedence to newer transitions while still acknowledging the value of past experiences.

3.3.6. Noisy Network

Often used in place of the epsilon-greedy approach, noisy networks allow for a
more dynamic and effective exploration phase during training, as highlighted by Fortu-
nato et al. [18]. In contrast to the epsilon-greedy method, which modulates exploration
through a fixed probability, noisy networks inject randomness straight into the parame-
ters of the network. A Noisy Network modifies a standard neural network architecture
by adding noise to the weights or biases of the network to encourage exploration. This
typically involves replacing some or all of the network’s layers with noisy layers where
the noise is parameterized and learned during training. This approach allows for a more
refined and ongoing exploration. The Noisy Network concept pioneers the introduction
of a noisy linear layer that combines deterministic elements with stochastic components,
offering a fresh perspective on network exploration strategies. Noise parameters are added
to the network’s weights and biases, which are learned through gradient descent along
with the standard parameters of the network. For example, a noisy linear layer can be
represented as:

y = (b + Wx) +
(

bnoisy ⊙ ϵb +
(
Wnoisy ⊙ ϵw)x

)
(4)

The random variables in this case are ϵb and ϵw, and the operation of element-wise mul-
tiplication is denoted by ⊙. The network can gradually reduce the noise’s impact over
time; however, the rate of this decline may vary across various parts of the state space.
This mechanism permits exploration that is tailored to specific states, incorporating a nat-
ural form of self-reduction in reliance on noise. Such a dynamic approach to exploration
achieves a more nuanced equilibrium between exploring new possibilities and leveraging
existing knowledge, thereby enhancing the network’s learning efficiency and flexibility in
dealing with complex scenarios.

3.4. Synthetic Data Generation Techniques

In the training of surrogate models using synthetic generation techniques, our work-
flow is structured into two main phases to leverage the image dataset effectively. In Phase
1, we utilize a portion of the dataset, denoted as Dt, to pre-train the surrogate models. This
initial training establishes a baseline capability of the surrogate models to approximate the
behavior of the target or victim model. Moving into Phase 2, we sample images uniformly
from another dataset split, Dr, to begin the synthetic data generation process. Here, the
pre-trained surrogate model is employed to generate synthetic image data, which involves
perturbing original images to create modified versions. These altered images are then
fed into the victim model, which processes them and provides predictions based on its
learned parameters. The combination of the perturbed images and the victim model’s
predictions is then used to further train the surrogate models. This approach ensures that
the surrogate models are not only trained on real data but are also finely tuned to mimic
the victim model’s behavior as closely as possible by learning from synthetically generated
adversarial examples. In Figure 3 shows the overall workflow.
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Figure 3. The main workflow of training surrogate models using synthetic generation techniques. We
split the MNIST dataset into two parts. In phase 1, we use split Dt to pre-train the surrogate models.
In phase 2, the image is sampled uniformly from the split Dr. Generate synthetic image data using
the surrogate model. Submit the altered image to the victim model to obtain predictions. Use the
perturbed image and its associated predictions to train the surrogate models.

3.4.1. Jacobian-Based

The Jacobian-based technique is a gradient-based strategy that creates synthetic sam-
ples for model extraction by utilizing the target model’s Jacobian matrix [22]. The sensitivity
of the model’s outputs to its inputs is captured by the Jacobian matrix, which offers useful
information for creating instructive examples. A target model f and an input sample x are
used to calculate the Jacobian matrix J(x).

J(x) =
∂ f (x)

∂x

The partial derivatives of the model’s outputs in relation to each input feature are
contained in the Jacobian matrix J(x), which essentially captures the local behavior of the
algorithm around the input value x.

We can apply a perturbation onto the data x in the way of the Jacobian matrix to
produce synthetic samples. In particular, a synthetic sample x′ can be acquired as follows:

x′ = x + ϵ · sign(J(x))

where the step size that regulates the perturbation’s magnitude is ϵ, and sign(·) is the sign
function applied element-wise to the Jacobian matrix.

The intuition behind this approach is that perturbing the input sample in the direction
of the Jacobian matrix is likely to produce synthetic samples that exhibit high sensitivity
to the target model’s outputs. These synthetic samples can then be used to train a replica
model, potentially improving its performance and accuracy in approximating the target
model. Various strategies can be employed to optimize the synthetic sample generation
process, such as exploring different step sizes, combining multiple Jacobian-based sam-
ples, or incorporating additional constraints or regularization techniques. It is crucial to
remember that the Jacobian-based approach relies on being able to reach the gradients
of the target model, which could not be possible in some circumstances. In such cases,
alternative gradient estimation techniques or other synthetic data generation approaches
may be necessary.

3.4.2. The Fast Gradient Sign Method

A gradient-based method for producing adversarial instances is the Fast Gradient Sign
Method (FGSM) [24], which can be adapted for the purpose of synthetic data generation in
model extraction attacks. FGSM is an efficient and computationally inexpensive method
that creates artificial samples by utilizing gradients that are part of the target model.
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Given a target model f , an input sample x, and a loss function L(·, ·), By perturbing
x in the orientation of the gradient of the loss function in relation to the input, the FGSM
creates a synthetic sample x′:

x′ = x + ϵ · sign(∇xL( f (x), y))

where y is the ground truth label or target output for x. The sign function applied element-
wise to the gradient is sign(·), and a tiny variable ϵ regulates the size of the perturbation.

The fundamental concept underlying FGSM is to traverse the trajectory that aligns
with the gradient of the loss function about the input, to produce a synthetic sample x′ that
maximizes its loss function L( f (x′), y). This perturbation is intended to generate samples
that are informative and challenging for the target model, potentially leading to improved
model extraction performance when used for training a replica model. FGSM is an efficient
method as it requires only a single gradient computation per input sample. However,
it may be susceptible to gradient masking or obfuscation techniques employed by the
victim model for defense against model extraction attacks. To enhance the effectiveness
of FGSM for model extraction, various extensions and modifications can be explored,
such as iterative approaches (e.g., Projected Gradient Descent), incorporating additional
constraints or regularization techniques, or combining FGSM with other synthetic data
generation methods.

3.4.3. Linf-Projected Gradient Descent

An iterative gradient-based technique for creating adversarial examples is the Linf-
projected Gradient Descent (LinfPGD) [23]. This technique may be modified to create
synthetic data for model extraction assaults. An expansion of the Fast Gradient Sign
Method (FGSM) is LinfPGD which aims to create more robust and effective synthetic
samples. Given a victim model f , an input sample x, a loss function L(·, ·), and a maximum
perturbation budget ϵ, Under the L∞ norm constraint, LinfPGD iteratively updates x in the
path of the direction of the gradient of the loss function to produce a synthetic sample x′:

x′t + 1 = Πϵ
(
x′t + α · sign(∇xL( f (x′t), y))

)
where y is the ground truth label or target output for x, α is the step size, sign(·) is the sign
function applied element-wise to the gradient, and Πϵ(·) is the projection operator that
projects the disturbance to the L∞ sphere with radius ϵ.

The iterative nature of LinfPGD allows for more sophisticated and effective synthetic
sample generation compared to FGSM. The synthetic sample is updated often in the path
of the loss function gradient, LinfPGD can potentially explore a larger region of the input
space and generate samples that are more informative and challenging for the target model.
In order to preserve the semantic and structural characteristics of the input data, the L∞
norm constraint makes sure that the synthetic samples stay boundedly close to the original
input sample.

LinfPGD offers several advantages over FGSM, including improved robustness to
gradient masking or obfuscation techniques, and the ability to generate more diverse
and informative synthetic samples. However, it is computationally more expensive than
FGSM due to the iterative nature of the algorithm. Various modifications and extensions
to LinfPGD can be explored, such as adjusting the step size, incorporating momentum or
restart strategies, or combining it with other synthetic data generation techniques to further
enhance its effectiveness for model extraction.

3.4.4. Data-Free Model Extraction

A technique called “Data-Free Model Extraction” [25] seeks to extract a working
duplicate of a target model without having access to the initial training set of data. This
technique raises significant privacy concerns, as it potentially enables an adversary to obtain
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a model’s functionality solely through querying, without the need for any proprietary data
from the model owner.

The following actions are usually involved in the data-free model extraction process:
Query Generation: In the absence of training data, the adversary generates a set of synthetic
input samples to query the victim model. There are several ways to create these artificial
samples, including gradient-based approaches, Generative Adversarial Networks (GANs),
or other data synthesis approaches. Model Querying: The victim model is queried using the
created synthetic input samples, and the matching output predictions or labels are gathered.
Replica Model Training: The original training data are replaced with the input-output pairs
that are gathered from the target model queries. The functionality of the target model is
essentially extracted by using these query responses to train a replica model.

The key challenge in data-free model extraction lies in generating synthetic input
samples that can effectively capture the target model’s behavior with a variety of inputs.
Techniques like gradient-based methods or GANs can be employed to create synthetic
samples that provide useful information and accurately depict the decision limits of the
target model.

4. Experiments

This section commences by outlining the objectives guiding our experiments, followed
by a synopsis of the datasets utilized to assess our methodology, the configuration of our
experiments, and the comparative analysis. Our evaluation of the algorithm employs the
MNIST dataset with the outcomes presented herein. A single 24 GB VRAM NVIDIA RTX
A5000 GPU was used to train each model.

4.1. Experiment Objectives

To Evaluate the Effectiveness of DQN Extensions for Model Extraction Attacks: The
objective is to determine how different extensions to the Deep Q-network (DQN) algo-
rithm—such as Double DQN, Dueling DQN, Noisy Networks, Prioritized Experience
Replay (PER), etc.—impact the efficiency of surrogate models in model extraction attacks.
This involves assessing these extensions’ ability to select informative samples that optimize
adversarial benefits under limited query budgets.

To Assess Synthetic Data Generation Techniques: The study aims to evaluate the perfor-
mance of various synthetic data generation methods, including the Jacobian-based method,
Linf-projected Gradient Descent (LinfPGD), and Fast Gradient Sign Method (FGSM), in
training surrogate models for model extraction. The focus is on the methods’ capability
to facilitate the training of adversary models with enhanced performance. Another ob-
jective is to explore the feasibility and effectiveness of data-free model extraction attacks,
which attempt to replicate the functionality of a target model without access to the origi-
nal training data. This involves assessing how well such attacks perform in constrained
query environments.

4.2. Experimental Setup
4.2.1. MNIST

In the fields of computer vision and machine learning, the MNIST dataset (Modified
National Institute of Standards and Technology dataset) [59] is a famous dataset, widely
used for benchmarking image processing systems and algorithms. It consists of a large
collection of handwritten digits, specifically 70,000 28 × 28 pixel grayscale images of the
digits 0 through 9; 10,000 images are kept aside for testing, while the remaining 60,000 are
utilized for training purposes in this dataset. We divided the training set into 1000 photos
using uniform sampling to build Dt (where we obtain the pre-trained surrogate model),
21,000 images to build Dr, and the remaining images in the training set to build De, where
we fixed trained policy and continue training surrogate model to evaluate the policy. The
performance of the surrogate model is evaluated through the use of the test set.
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4.2.2. Implementation Details

From the training set Dr, we sample a subset of U = 20 images to construct the state
representation. To extract data from these images, a Convolutional Neural Network (CNN)
feature extractor is utilized, which is then concatenated into a state. The policy network’s
action corresponds to the index number of the chosen image within U. The split Dr is used
to optimize the hyper-parameters, which are chosen based on the best configuration for
our technique as well as the baseline methods, and to create the rewards for the DQN.
The MSE difference between the victim models’ and the surrogate model’s predictions is
what determines the reward, and it is always negative. In order to solve the overestimation
problem inside the policy network, we employ 10 surrogate models and calculate the
reward by computing the mean of 10 MSE. The victim model selected for our study is
ExquisiteNetV2 (2021) [60], which achieved an accuracy of 99.71% on the MNIST dataset.

In synthetic data generation attacks, we continue to utilize images from Dr. An image
is randomly selected for perturbation using the previously mentioned techniques. This
perturbed image is then fed into the victim model to produce a prediction. Subsequently,
the surrogate model is trained using pairs of the perturbed image and its corresponding
prediction. Regarding the data-free model extraction method, we employed randomly
generated noise images as inputs to train the surrogate model, while the remaining imple-
mentation followed a similar approach to the other techniques. Additionally, we employed
the entropy method, a purely active learning approach devoid of reinforcement learning,
to serve as a benchmark against the synthetic data generation techniques.

4.2.3. Evaluation

The evaluation process comprises two stages: assessing the performance of the policy
network and using our approach to assess the surrogate model’s efficacy. With a set budget
B, the policy network π is trained using Dr to promote selecting an image that will improve
performance in an environment of sparse data. We test the learned acquisition function
and the synthetic data generation techniques on De, where we train the surrogate models
for various budgets until the budget is satisfied.

Once the budget is reached, we fix the policy network and proceed to evaluate the
surrogate model with the test data. The objective of our work would be to show that through
the application of the aforementioned method, the surrogate model is capable of producing
diverse outcomes. Our goal is to evaluate this method alongside others to identify the most
efficient approach, one that requires fewer images to reach equivalent levels of performance.
Essentially, this involves training the surrogate model with an identical quantity of images
while achieving superior results in comparison to alternative methods.

4.3. Results

In Figure 4, we contrast different approaches with growing budgets for executing
black-box attacks. The “Budget” labeled X-axis shows the number of queries we train the
surrogate model. We set specific policies in place and trained surrogate models accordingly.
Following this, we conducted evaluations of the surrogate models using a test dataset.
Given the significant variability inherent to the reinforcement learning (RL) algorithm, we
conducted 10 trials to average the accuracy across various trained policy models. The policy
models were trained with K = 4 and a budget of 3000. As the DQN model was initially
trained using a budget of 3000, the total budget range represented in this figure spans
from 3000 to 13,000. We also integrated all DQN extensions to identify the configuration
that achieves optimal performance. The findings reveal that this combination of methods
outperforms each method when used individually. Specifically, among the standalone
applications, PER demonstrated the highest performance.
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Figure 4. Performance of different DQN policies on surrogate models. Here’s the figure showing the
performance of the DoubleDQN (DDQN), Noisy Network, Dueling DQN, Soft update, Emphasizing
Recent Experiences (ERE), and Prioritized Experience Replay (PER). Each line represents a different
DQN model, with the X-axis indicating training surrogate model budgets from 1000 to 10,000 in
1000 intervals, and the Y-axis displaying the model’s accuracy.

We also investigate how an increase in budget to train policy models affects the
performance of our method. Figure 5 shows the results of the increase in the budget for
different trained policy performances. Due to limited accessibility regarding the victim
model, we are interested in the limited queries for the evaluation of the surrogate model.
We are constrained by an evaluation budget of 1000 queries. It is important to note that
we also utilize budgets during the training of the policy models, so the total query budget
will be 1000 plus additional budget allocations for the different policy model variants.
Across all models, the Prioritized Experience Replay (PER) generally yields higher accuracy
compared to the other methods and Double DQN also performs well. We evaluated the
performance with various sample sizes of selected images, specifically for K = 1 and K = 3.
However, these configurations did not outperform K = 4. Therefore, we present our best
performance results achieved with a sample size of K = 4.

For synthetic data generation methods, the experiments aimed to assess the effec-
tiveness of various techniques in producing samples that enable to training of a model
with improved performance for model extraction attacks. Specifically, we looked into the
Jacobian-based, Linf-projected Gradient Descent (LinfPGD), Fast Gradient Sign Method
(FGSM), Entropy, and a data-free model extraction approach. To ensure a robust and
fair analysis, the experiment was repeated 10 times, with the results’ mean calculated to
account for variability. We also added one DQN method to compare with synthetic data
generation methods. Figure 6 illustrating these findings was created to visually compare
the performances of the different methods. Among these techniques, PER emerged as
the superior method, consistently outperforming the others in terms of achieving higher
accuracy in the model extraction process. In synthetic data generation methods, LinfPGD
outperforms other methods. Conversely, the data-free method demonstrated significantly
lower performance. This outcome suggests that the allocated query budget may have
been insufficient for generating realistic and useful images for training purposes. The
effectiveness of synthetic data generation in model extraction attacks appears to be highly
dependent on the ability to produce quality training data, a criterion where the data-free
method fell short under the constraints of a limited query budget.
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Figure 5. Performance of various DQN policy variants on surrogate models as the training budget
increases. The X-axis represents the training budget for the surrogate model, ranging from 100
to 1000 in increments of 100, while the Y-axis shows the model’s accuracy. The policy variants
evaluated include DoubleDQN (DDQN), Noisy Network, Dueling DQN, Soft Update, Emphasizing
Recent Experiences (ERE), and Prioritized Experience Replay (PER). It is important to note that direct
comparison across the three subfigures is not appropriate since the query budgets used for training
the DQN models differ in each case. The total budgets are 4000 for the first subplot, 5000 for the
second, and 6000 for the third.
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Figure 6. Performance of different synthetic data generation techniques with PER method on
surrogate models. The figure above illustrates the Jacobian-based methods, Linf-projected Gradient
Descent (LinfPGD), Fast Gradient Sign Method (FGSM), Entropy, and a data-free model extraction
method. The X-axis indicates training budgets from 1000 to 10,000 in 1000 intervals, and the Y-axis
displays the model’s accuracy. For comparison, we also included the PER method trained using the
DQN model. Since a budget of 3000 was utilized to train the DQN model, its performance is plotted
to start from a budget of 3000 up to 10,000.

4.4. Ablation Studies

We have demonstrated that several improvements to DQN can successfully achieve
better performance. Then we conducted additional experiments to test combinations of
these extensions and assess how the removal of each DQN extension affects the performance
of model extraction. To better comprehend the influence of each component on the DQN
agent, we conducted ablation studies. In each study, we systematically removed one
component from the complete set of these extensions. Note, that ERE is implemented based
on PER, so when PER is removed in our ablation study, ERE is also omitted. In this context,
we focus on the scenario without PER. Figure 7 shows a comparison of the accuracy score
of the full combinations to five ablated variants.

Figure 7. Performance of different ablation methods trained on surrogate models. The figure above
compares our combination method with five different ablations. The X-axis indicates training budgets
from 100 to 1000 in 100 intervals, and the Y-axis displays the model’s accuracy. Since a budget of 3000
was utilized to train the DQN model, the total budget is 4000.

The findings indicate that Prioritized Experience Replay (PER) was the most critical
element among DQN enhancements, as its removal significantly reduced performance.
The soft update and double DQN followed in importance, according to the results of other
ablations. It is noteworthy that in the initial stages of learning, specifically during the first



Appl. Sci. 2024, 14, 3785 17 of 22

200 queries, there was a noticeable difference between the ablations and the full agent.
Overall, removing the dueling network and Noisy net from the combined setup did not
result in a significant performance change. Both the dueling DQN and Noisy net tend
to introduce instability, complicating the maintenance of a stable learning trajectory and
convergence to an optimal policy.

4.5. Generalizability

In addition, we conducted preliminary experiments on the CIFAR-100 dataset to
demonstrate the robustness of our model. The CIFAR-100 dataset is a popular bench-
mark in the field of machine learning, particularly for image recognition tasks. Devel-
oped by the Canadian Institute for Advanced Research (CIFAR) [61], this dataset contains
60,000 32 × 32 color images categorized into 100 classes, each class comprising 600 images.
We divided the training set into 10,000 photos using uniform sampling to build Dt (where
we obtain the pre-trained surrogate model), 21,000 images to build Dr, and the remaining
images in the training set to build De. This setup makes the CIFAR-100 dataset particularly
challenging and useful for developing and testing advanced image classification algorithms
that require fine-grained recognition capabilities.

All the training and evaluation process is followed by previous methods. To simplify,
we conduct five trials to average the accuracy across the policy models. The victim model
selected for our study is EffNet-L2 (2020) [62], which achieved an accuracy of 96.08% on the
dataset. In Figure 8, we contrast different approaches with increasing budgets for model
extraction attacks. The policy models were trained with K = 4 and a budget of 3000. We
double the queries for better results. The total budget range represented in this figure
spans from 3000 to 23,000. From experiments with the CIFAR100 dataset, we observe that
larger victim and surrogate models increase the required runtime. The results show that
the performance on the CIFAR-100 dataset is relatively low. This dataset is inherently more
complex than simpler ones such as MNIST because it comprises 100 classes. This level of
granularity necessitates a model with greater capacity to adequately distinguish between
the numerous classes. Notably, as the model sizes increase and datasets become more
complex, performance tends to decrease, requiring additional queries to effectively extract
the model.

Figure 8. Performance of different methods trained on CIFAR100 dataset. The figure above compares
our combination method with five different DQN extensions. The X-axis indicates training budgets
from 2000 to 20,000 in 2000 intervals, and the Y-axis displays the model’s accuracy. Since a budget of
3000 was utilized to train the DQN model, the total budget is from 3000 to 23,000.

4.6. Discussion

In this part, we analyze the primary results of the tests and discuss the findings of the
experiment. Across all the experiments, utilizing DQN models outperformed synthetic
data generation methods. This superiority stems from the fact that DQN models leverage
the original data to train the surrogate model, thereby imbuing it with the strongest
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knowledge derived from the dataset. The experimental findings indicate that employing
the Prioritized Experience Replay (PER) technique leads to improved performance across
all the experiments. This suggests that the PER approach, which likely involves more
sophisticated decision-making or optimization processes, is more effective at utilizing the
training budget to improve model performance. Experiences are ranked by PER according
to their temporal difference (TD) error, or the discrepancy between the expected and actual
rewards. Experiences with higher TD errors are considered more valuable for learning
because they indicate situations where the model’s predictions were significantly off. By
focusing on these experiences, PER allows the model to learn and adapt more quickly
to critical aspects of the environment. By concentrating on experiences that the model
currently finds most challenging, PER can speed up the learning process, leading to faster
convergence towards optimal policies. This targeted learning approach can be particularly
effective in complex environments where certain states and actions are more critical to
mastering the task. Focusing on high-error experiences accelerates learning, Additionally,
PER includes safeguards against the model concentrating too much on a small number
of experiences, thereby maintaining a balance between exploring new knowledge and
exploiting known information. This balance helps in achieving not only faster but also
more stable learning outcomes.

DDQN comes in second because it addresses the overestimation of action values that
can occur with the standard DQN. By decoupling the selection of actions from their evalua-
tion, DDQN reduces the bias in the learning updates, leading to more stable and reliable
learning outcomes. This refinement helps it perform well, though it lacks the targeted effi-
ciency improvements of PER. ERE ranks third and enhances learning by focusing on a mix
of recent experiences and the entire history, gradually focusing more on recent interactions.
This approach helps in adapting to changes and optimizing the model’s performance over
time by balancing between exploiting learned knowledge and exploring new information.
However, it may not be as targeted or efficient in prioritizing critical learning opportunities
as PER. The Noisy Network ranks the lowest among the tested methods. While it introduces
noise into the network parameters to encourage exploration by diversifying the policy’s
behavior, this can also lead to less stable training and potentially poorer performance when
the task requires precise adjustments based on subtle cues from the environment, as is the
case in model extraction attacks. The randomness introduced might not always align with
the most informative learning paths, unlike the more structured approaches of PER, DDQN,
and ERE. In summary, the key to PER’s potential superiority lies in its ability to prioritize
learning from the most informative experiences, thus optimizing the learning process,
accelerating convergence, and eventually resulting in enhanced DQN model performance
in model extraction tasks.

One critical aspect of dealing with CIFAR-100 is the need for a model with greater
capacity. This could mean exploring deeper or more complex neural network architec-
tures that are capable of capturing a wide range of features across diverse image types.
Models such as convolutional neural networks (CNNs) that are deeper and equipped with
layers like residual connections might prove effective. These models can learn rich and
hierarchical feature representations, making them more adept at handling the intricacies
of such a complex dataset. Furthermore, the low performance on CIFAR-100 as observed
might also be a result of overfitting to specific features that do not generalize well across
the entire dataset. This issue can be mitigated by employing techniques such as data
augmentation, regularization, and dropout to enhance the model’s ability to generalize
rather than memorize the training data. Another approach to improving performance,
as suggested, is increasing the number of queries during training. This method, often
associated with active learning, involves iteratively selecting the most informative samples
from the dataset to train the model. By strategically increasing the number of queries, it
is possible to refine the training process to focus on examples that are most beneficial for
learning, thereby potentially improving model accuracy and robustness.
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In situations where obtaining the original dataset is challenging, the use of syntheti-
cally generated data becomes necessary. Among the synthetic data generation methods
evaluated, the LinfPGD approach demonstrated superior performance compared to the
other techniques. This method iteratively fine-tunes adversarial examples, carefully ex-
ploring the space around the original input within the constraints of the L∞ norm. This
methodical exploration allows it to identify perturbations that are both subtle and highly
effective at deceiving the model, leading to more potent adversarial examples. Its sys-
tematic approach to exploring adversarial space, coupled with controlled perturbations
and iterative optimization, allows LinfPGD to achieve superior performance in creating
synthetic data that extract models. The Jacobian-based method follows LinfPGD in effec-
tiveness. It leverages the model’s Jacobian matrix to determine the directions in which
the input features should be perturbed to maximize output changes, focusing on the areas
where the model is most sensitive. This method effectively uses gradient information to
create informative adversarial examples, which can significantly aid in model extraction by
highlighting the model’s decision boundaries. However, because it is generally a single-step
approach, it might not capture as nuanced a view of the model’s vulnerabilities as the itera-
tive LinfPGD method, resulting in slightly less effective synthetic data for training. FGSM
is a more straightforward and faster approach than both LinfPGD and the Jacobian-based
method, as it involves just a single step of perturbation along the gradient of the loss. This
makes FGSM computationally cheaper and quicker to apply, but it also tends to be less
refined. FGSM’s single-step nature means it might not find the optimal perturbation for
the most informative adversarial examples, especially against well-regularized or complex
models. It often leads to examples that are either too easy for the model to classify correctly
or too aggressive, pushing the examples out of the data distribution and, thus less effective
for training robust surrogate models. While data-free methods rely on randomly gener-
ated noise as input images to train the surrogate model, the results are poor because the
input-output pairs consist of random noise images paired with the victim model’s outputs,
which lacks meaningful correspondence.

5. Conclusions

In this research, we delved into model extraction attacks, focusing on the efficiency of
various DQN extensions for sample selection and synthetic data generation techniques like
Jacobian-based methods, FGSM, LinfPGD, and data-free attacks for enhancing surrogate
model training. Our contributions include evaluating the effectiveness of DQN extensions
(DDQN, Dueling DQN, Noisy Network, Soft update, PER, ERE) for selective sample extrac-
tion, investigating both gradient-based and data-free synthetic data generation techniques
for model extraction, and conducting comprehensive experiments on MNIST datasets. Our
study contrasted these approaches across different query budgets to identify the most
effective strategies for executing black-box attacks under limited query scenarios.

Our findings reveal that the Prioritized Experience Replay (PER) technique consis-
tently outperforms other methods in achieving higher accuracy during the model extraction
process. Specifically, PER’s sophisticated decision-making optimizes the use of training
budgets more effectively. In contrast, data-free methods demonstrated significantly lower
performance, likely due to an insufficient query budget for generating useful training im-
ages. Among synthetic data generation techniques, LinfPGD emerged as the most effective,
systematically identifying adversarial examples that improve surrogate model performance.
This highlights the importance of quality training data in model extraction attacks, where
LinfPGD’s methodical approach to generating adversarial examples proves crucial.

Through comprehensive testing and analysis, our study confirms that utilizing DQN
models, particularly those employing the PER approach, significantly outperforms syn-
thetic data generation methods. This is attributed to DQN models’ ability to leverage
original data effectively, thereby incorporating the most informative insights into the sur-
rogate model. The research underscores the pivotal role of synthetic data generation in
scenarios where access to the original dataset is constrained, with LinfPGD emerging as the
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most effective method in such contexts. In conclusion, this paper sheds light on the multi-
faceted strategies of model extraction attacks, demonstrating the paramount importance
of sophisticated sample selection and synthetic data generation techniques in enhancing
model performance. The elucidation of PER’s and LinfPGD’s effectiveness provides valu-
able insights for advancing model extraction methodologies, setting the stage for future
explorations in optimizing attack strategies within constrained environments.
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