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Abstract: The control problem of avoidance-path-following is a critical consideration in the research
of unmanned surface vehicle (USV) navigation control, and it holds great significance for the nav-
igation safety of USVs. A guidance and control scheme based on finite-distance convergence is
proposed in this paper. First, the requirements for the USV to avoid obstacles from the perspective
of path-following lateral error are analyzed. Then, a new performance function with finite-distance
convergence is proposed to constrain the lateral error. Based on this, a heading guidance law and a
backstepping controller are designed to ensure that the lateral error converges to a steady-state value
within the prescribed navigation distance and that the stability is maintained, satisfying the require-
ments of obstacle avoidance for the USV. In addition, an adaptive velocity command is designed
to adjust the velocity with the lateral error, which, to a certain extent, avoids the saturation of the
heading actuator caused by the large lateral error. Finally, it is proven through theory and simulation
that the control algorithm can guide the USV to achieve avoidance-path-following within a limited
distance and to avoid obstacles effectively.

Keywords: USV; path-following and obstacle avoidance; guidance and control; finite-distance
convergence; adaptive velocity command

1. Introduction

Unmanned surface vehicles (USVs), as a type of small intelligent task platform, have
developed rapidly in recent years due to their broad application prospects in marine
scientific research, rescue and disaster response, and maritime security. Among the key
technologies of USVs, navigation control technology has also attracted attention and
research from numerous scholars.

USVs without a lateral thruster are a typical class of underactuated systems where the
number of control inputs is fewer than the degrees of freedom that need to be controlled.
Therefore, the navigation control technology for USVs presents certain challenges [1]. The
line-of-sight (LOS) guidance method was first proposed in [2]. The heading command was
designed based on the position of the USV and desired waypoints along the trajectory in
this method, and the control variables of the USV were transformed from position and
heading into heading and velocity to achieve path-following. Moreover, considering that
traditional LOS guidance laws are susceptible to environmental interference, the authors
of [3,4] proposed an integral LOS guidance law. To ensure that the USV maintains the
stable tracking of a straight path, an integral term was used to compensate for the influence
of ocean currents [3,4]. Considering that the LOS guidance method is difficult to apply to
curved paths, this algorithm was not adopted in [5], whereas a controller was designed
based on defining the lateral error between the USV and the curved path. The authors of [6]
investigated the control problem of a USV tracking a piecewise linear path. Straight-line
path-following was achieved by defining virtual target points along the desired path and
designing corresponding algorithms for both their motion and that of the USV. Owing to
the influence of environmental factors, such as wind, waves, and currents, disturbance
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observers [7,8] and neural networks [9,10] have been used to improve the anti-interference
performance of the control system in most studies. Additionally, the authors of [11–13]
further considered input-saturation issues. In [12], an output redefinition control method
was proposed, which relaxes the restrictions on the known and fixed saturation amplitude.

To improve the performance of USV path-following, finite-time convergence theories
were introduced into the controller design [14–16]. In [16], a timed LOS guidance law and
a timed heading controller were proposed to ensure that the tracking error converged in
a fixed time, and the upper bound of the convergence time was determined by selecting
specific parameters. Furthermore, prescribed performance was used to constrain track-
ing errors to ensure that the USV could achieve path-following within a predetermined
time [17]. Additionally, with the emergence of artificial intelligence algorithms, such as
reinforcement learning, these algorithms were applied to USV navigation control [18,19].
A reinforcement-learning-based path-following strategy was proposed in [19]. The path-
following problem was decomposed into multiple tasks, and rewards were assigned to
enhance the training efficiency and effectiveness of this strategy. However, owing to the
relatively limited training environment, significant tracking errors may occur when a USV
attempts to track paths in real-world environments.

In practice, the obstacle-avoidance problem of USVs in path-following control is
very important for their navigation safety. Path planning for obstacle avoidance and the
tracking control problem were combined [20–22]. The authors of [20] proposed a finite-time
convergence path-following control scheme for a USV and further supplemented it with
an obstacle-avoidance strategy. The obstacle-avoidance strategy was proposed to plan
the path according to the real-time movement of obstacles and the degree of danger [22].
However, the above studies did not consider the influence of the path-following error on
obstacle avoidance in the tracking control process. Even if the pre-planned path could
avoid obstacles, deviation from the path still resulted in collisions between the USV and
obstacles. To solve this problem, path-following and obstacle-avoidance control schemes
were proposed based on a model predictive control method [23,24]. Constraints were
designed in [23], such as maintaining a minimum distance between the USV and obstacles
and limiting the actuator’s output to allow the USV to avoid obstacles and follow the
path. The authors of [24] proposed a model predictive control strategy by incorporating an
auxiliary trajectory. However, the model predictive control method encountered difficulties
in setting the prediction step size and involved extensive computational requirements,
which limits its practical applicability.

To address the control problem of path-following and obstacle avoidance for the USV,
a two-step design strategy is proposed in this paper: (1) The USV used in this study realizes
the tracking of the avoidance path within the prescribed navigation distance. It ensures
that no collision occurs by setting this distance to be shorter than the distance between the
USV and the obstacle. (2) The USV maintains a stable tracking of the avoidance path. The
path deviation error is limited to the specified convergence range, ensuring that the USV
consistently maintains a safe distance from the obstacle. The contributions of this paper are
as follows:

1. The prescribed performance method was used to improve the transient and steady-
state performance of the USV’s control system. The tracking error was limited to
a steady-state value within a prescribed navigation distance. As the adjustable pa-
rameters, the convergence distance and steady-state value are straightforward to set,
making the method convenient for practical application in various scenarios.

2. Considering the USV is in sea areas with obstacles, a guidance and control strategy
was proposed for avoidance path-following. The USV could achieve path-following
and obstacle avoidance, ensuring stable path-following while maintaining a safe
distance from obstacles.

3. The designed adaptive velocity command could be adjusted based on the magnitude
of the lateral error. When the USV deviates from the desired path, the velocity value
is automatically reduced. In conjunction with a predetermined convergence distance,
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the corresponding increase in convergence time greatly helps to mitigate saturation
issues in the heading actuator.

The remainder of this paper is organized as follows: Section 2 discusses the preliminar-
ies; Sections 3 and 4 present the guidance and control law design process; Sections 5 and 6
provide a stability analysis and simulation study, respectively; and Section 7 presents
the conclusions.

2. Preliminaries
2.1. USV Model

For the path-following problem of the USV, the following three-degree-of-freedom
kinematics and dynamics models are usually established and studied [25]:{

η̇ = J(ψ)
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where η = [x, y, ψ]T, x and y are the position of the vehicle in inertial coordinates. ψ

represents the heading angle.
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and τr denote the surge force and the yaw moment, respectively, as the control inputs.
M = diag(m11, m22, m33) represents the inertia coefficient matrix, F(
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respectively. 

) = [m22vr,−m11ur,
(m11 − m22)uv]T, and C = diag(d11, d22, d33) represents the hydrodynamic damping ma-
trix. D = [du, dv, dr]

T stands for external disturbances, and the following assumption is
made [26]:

Assumption 1. The disturbance terms di(i = u, v, r) and their first derivatives are bounded.

2.2. Analysis of USV Path-Tracking and Obstacle Avoidance

As shown in Figure 1, the USV is in the sea area with obstacles, and the avoidance
path is connected by waypoints P1, P2, P3. OXY represents the geodetic coordinate system
while SXbYb represents the body coordinate system of the USV [12,27]. According to the
appearance parameters of the USV, the obstacle is set to a safe boundary of a certain radius,
and the USV can be regarded as a particle for subsequent analysis. R2 represents the update
radius of the waypoint, i.e., when the USV enters the range, it changes from line segment
P1P2 to line segment P2P3 tracking [28]. The lateral error ed represents the distance from the
USV to the desired path. ψ1, ψ2 represent the azimuth of each path, respectively.

dA, dC represent the distance between the obstacle A, C and the USV, respectively,
dB, dD represent the distance between the obstacle B, D and the desired path, respectively.
To measure dC in advance, it can be approximated as dC1 = R2 + dCP2. For the convenience
of explanation, d1 is used to represent the distance between the USV and the obstacle and
d2 represents the distance between the path and the obstacle.

Remark 1. In this paper, the security threats posed by obstacles in the area are categorized into two
distinct types: (1) Obstacles positioned ahead of the navigation direction of the USV require the USV
to track an avoidance path to steer clear of them, such as obstacles A, C; (2) Obstacles located on
either side of the intended path require the USV to maintain stable path-tracking to evade potential
collisions, such as obstacles B, D. To ensure effective obstacle avoidance during navigation, the USV
must consistently track the obstacle-avoidance path within the designated navigation distance d1.
In the subsequent tracking process, the lateral error ed satisfies |ed| < d2.
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According to Figure 1, the following differential equation of lateral error can be established:

.
ed = u sin(ψ − α) + v cos(ψ − α). (3)

Noting that β = arctan
( v

u
)
, the resultant velocity is V =

√
u2 + v2, Equation (3) is

reduced to
.
ed = V sin(ψ − α − β). (4)

The purpose of this paper is to propose a guidance and control strategy with finite-
distance convergence that facilitates the lateral error ed to converge to a steady-state value
within a predetermined navigation distance and to keep it within a limited range. In
essence, the USV accomplishes the tracking of the obstacle-avoiding path before reaching
a navigation distance value of d1 and then sustains a deviation error smaller than d2 at a
certain distance from the obstacle during subsequent tracking. Finally, the path-tracking
and obstacle avoidance of the USV are realized to ensure the safety of navigation. The
guidance and control framework of the USV is shown in Figure 2.
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2.3. Command Filter

The command filter designed in [29] is shown below:{ .
χ1 = χ2
.
χ2 = 2ξω

(
ω2

2ξω (xd − χ1)− χ2

) , (5)

where xd is the input of the filter, and the output χ1 and χ2 are the estimated values of xd
and its first derivative

.
xd, respectively. ξ, ω are filter parameters and ξ ∈ (0, 1],ω > 0.

According to the convergence conclusion of the filter in [29]: lim
ω→∞

χ1 = xd, lim
ω→∞

χ2 =
.
xd,

the following assumption can be made:

Assumption 2. There are unknown constants η1, η2 > 0 such that |χ1 − xd| ≤ η1 and
∣∣χ2 −

.
xd
∣∣ ≤ η2.

2.4. Nonlinear Disturbance Observer (NDO)

Considering the following first-order uncertain system:{ .
x1(t) = f (x1) + g(x1)u + d(t)
y = x1(t)

, (6)

where d(t) represents the uncertain term, it is assumed that d(t) is continuous, and its first
derivative is bounded.

To estimate the unknown disturbance d(t), the following NDO is designed with
reference to [30]: { .

x̂1 = f (x1) + g(x1)u + x̂2
.
x̂2 = −K2

(
l1arctan(x̂1 − x1) + l2arctan

(
x̂2
K

)) (7)

where x̂1 is the estimation value of x1. x̂2 is the estimation value of d(t). K > 0, li > 0 (i = 1, 2).
According to [30] on the proof of NDO convergence that the observation error d̃ = x̂2 − d

is bounded, the assumption can be made as follows:

Assumption 3. NDO estimation error d̃ is bounded, and there exists an unknown constant D̃ > 0,
such that |d̃| ≤ D̃.

3. Guidance Law Design
3.1. Design of Finite-Distance Convergence Performance Function

The prescribed performance [31] method includes a performance function and error
transformation, which means that while the tracking error converges in an arbitrarily small set,
the convergence rate and overshoot of the tracking error satisfy the prescribed conditions.

The conventional performance function is expressed as follows:

ϖ(t) = (ϖ0 − ϖ∞) exp(−µt) + ϖ∞, (8)

where ϖ0, µ, ϖ∞ are constants and ϖ0 > ϖ∞ > 0, µ > 0. ϖ∞ is the steady-state value and
lim
t→∞

ϖ(t) = ϖ∞.

The performance function is positive and is continuously bounded and monotonically
decreasing. The constraint of the function on the system tracking error e(t) satisfies

−ϖ(t) < e(t) < ϖ(t). (9)

The traditional performance function could force the tracking error to converge to the
steady-state range in a finite time, enhancing the transient and steady-state performance of
the control system. However, in scenarios where the presence of an obstacle at a distance
d1 in front of the USV’s navigation direction is known, a finite-time convergence controller
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may not ensure that the USV can avoid the obstacle and track the avoidance path before
reaching a distance d1. Therefore, it is essential to propose a finite-distance convergence
method to address this issue, specifically to achieve avoidance path-following within the
constrained navigation distance of the USV and ensure the safety of its navigation.

Based on the above analysis, a new performance function with finite-distance conver-
gence is proposed in this paper, as shown below:

ϖ(V0, t) =


ϖ0−ϖ∞

R2
0

(∫ t
t0

V0dt − R0

)2
exp(−µt) + ϖ∞,

∫ t
t0

V0dt ≤ R0

ϖ∞,
∫ t

t0
V0dt > R0

, (10)

where V0 is velocity. R0 > 0 is the set convergence distance for ϖ(t) converging to the
steady-state value ϖ∞. t0 is the initial time and t ≥ t0. The designed performance function
converges to the steady-state value ϖ∞ at

∫ t
t0

V0dt = R0, which is a positively continuous,
bounded, and monotone decreasing function.

Remark 2. According to Remark 1, when the specific value of d1 and d2 are known, the parameter
values of the convergence distance R0 and the steady-state value ϖ∞ of the performance function
can be set, such that R0 ≤ d1 and ϖ∞ ≤ d2. The designed function ensures that the lateral
error between the USV and the avoidance path converges to the steady-state value within a limited
navigation distance and remains stable, i.e., the USV will not collide with the obstacle and realize
the tracking of the avoidance path before the navigation distance reaches R0. Subsequently, it will
maintain a certain safe distance from the obstacle during stable tracking.

Because it is difficult to design the controller directly using inequality (9), it is necessary
to convert the inequality constraints into equality constraints, as follows:

e(t) = ϖ(t)S(ϕ), (11)

where ϕ is the transformation error, S(ϕ) = eϕ−e−ϕ

eϕ+e−ϕ is the transformation function. It can be
easily observed that S(ϕ) is a smooth and strictly increasing reversible function.

Furthermore, the inverse transformation of S(ϕ) is performed as follows:

ϕ = S−1(e, ϖ) =
1
2

ln
(

1 + e/ϖ

1 − e/ϖ

)
. (12)

Remark 3. If ϕ(t) ∈ l∞ can be satisfied under the condition of ∀t ∈ [0, ∞), where −1 < S(ϕ) < 1,
then inequality (9) holds. In addition, the system tracking error is limited to within the prescribed
range. Based on the properties of the designed performance function, the tracking error converges
to a steady-state value in a finite time and satisfies the prescribed transient and steady-state
performance requirements.

3.2. Guidance Law Design

For the lateral error ed in Equation (4), the following finite-time convergence perfor-
mance function is designed:

ϖ(V, t) =


ϖ0−ϖ∞

R2

(∫ t
t0

Vdt − R
)2

exp(−µt) + ϖ∞,
∫ t

t0
Vdt ≤ R

ϖ∞,
∫ t

t0
Vdt > R

, (13)

where ϖ0, ϖ∞, σ are performance function parameters, t0 is the initial time and t ≥ t0.
R > 0 are the prescribed convergence distance, and u is the velocity of the USV.
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According to Equation (12), the position deviation is transformed to obtain the follow-
ing transformation error ε:

ε =
1
2

ln
(

1 + ed/ϖ

1 − ed/ϖ

)
. (14)

Combining of Equation (4), the derivation of Equation (14) can be obtained

.
ε = φ1

( .
ed − ed φ2

)
, (15)

where φ1 = 1
1−(e/ϖ)2 · 1

ϖ > 0, φ2 =
.

ϖ
ϖ2 .

The following Lyapunov function is established for the transformation error ε:

W1 =
1
2

ε2. (16)

Combining of Equation (15), the derivation of Equation (16) can be obtained as follows:

.
W1 = ε

(
φ1

(√
u2 + v2 sin(ψ − α + β)

)
− ed φ2

)
. (17)

The heading guidance law is designed as follows:

ψd = α − β + arcsin

(
−kψε + ed φ2

φ1
√

u2 + v2

)
, (18)

where kψ > 0 is the parameter to be designed.
Substitute Equation (18) into Equation (17), we obtain

.
W1 = ε

(
− cos(ψ − ψd)kψε + φ1

√
u2 + v2 sin(ψ − ψd) cos

(
arcsin

(
−kψε + ed φ2

φ1
√

u2 + v2

)))
. (19)

Similar to [32], when ψ → ψd , it is obviously easy to obtain

.
W1 = −kψε2 < 0. (20)

Remark 4. According to Equation (4), ε is bounded when ψ → ψd . Furthermore, according to
Remark 3, the lateral error ed satisfies the constraint requirements of the performance function and
converges to the steady-state value within a limited distance, i.e., the USV realizes the tracking of
the avoidance path within a prescribed limited distance.

4. Controller Design

Control objective: Considering the presence of obstacles in the sea area, the heading
control law for the USV is designed based on the heading guidance law, and the USV
could track the avoidance path within a limited navigation distance to avoid collision with
obstacles. Subsequently, the velocity of the USV is adaptively regulated to mitigate the
potential saturation of the heading actuator when the USV approaches the turning point of
the straight path.

For the motion model of USV, this section is divided into two parts to design the
heading and velocity control laws, respectively, to realize the avoidance path-following
of USV.

4.1. Design of Heading Control Law

The heading error eψ is defined as follows:

eψ = ψ − ψd. (21)
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Combining of Equation (1), the derivation of Equation (21) can be obtained

.
eψ = r −

.
ψd. (22)

Since it is difficult to accurately obtain the first derivative of ψd, the following com-
mand filter is designed to estimate

.
ψd:

.
χψ1 = χψ2
.
χψ2 = 2ξψωψ

(
ω2

ψ

2ξψωψ

(
ψd − χψ1

)
− χψ2

)
, (23)

where χψ1 and χψ2 are the estimated values of ψd and its first derivative
.
ψd, respectively.

0 < ξψ < 1 and ωψ > 0 are the parameters to be designed.
The Lyapunov function is defined as follows:

W2 =
1
2

e2
ψ. (24)

Combining Equation (22) and differentiating Equation (24), we obtain

.
W2 = eψ

(
r − χψ2 + ηψ

)
, (25)

where ηψ =
.
ψd − χψ2 is the filter error.

The control law of the heading angular velocity r is designed:

rd = −kψeψ + χψ2, (26)

where kψ > 0 is the parameter to be designed.
The heading angular velocity error er is defined as follows:

er = r − rd. (27)

Combining Equation (1), the derivation of Equation (27) can be obtained

.
er = fr + grτr + dr −

.
rd, (28)

where fr =
1

m33
((m11 − m22)uv − d33r), gr =

1
m33

.
The Lyapunov function is defined as follows:

W3 =
1
2

e2
r . (29)

Combining Equation (28) and differentiating Equation (29), we obtain

.
W3 = er

(
fr + grτr + dr −

.
rd
)
. (30)

The guidance law of the heading subsystem is designed:

τr =
1
gr

(
−krer − eψ − fr − d̂r + χr2

)
, (31)

where kr > 0 is the parameter to be designed. d̂ is the NDO estimate of the external
disturbance dr. χr2 represents the estimated derivative of the virtual control law, which
could be acquired through the following command filter:{ .

χr1 = χr2
.
χr2 = 2ξrωr

(
ω2

r
2ξrωr

(rd − χr1)− χr2

) , (32)
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where 0 < ξr < 1 and ωr > 0 are the parameters to be designed.

4.2. Design of Velocity Control Law

Considering most of the literature in the study of path-following, the velocity of
the USV is typically maintained at a constant value. However, as the USV approaches
the turning point of the straight path, this constant velocity results in a larger turning
radius, requiring increased output from the heading actuator and making it susceptible to
saturation.

In response to this issue, an adaptive velocity command is proposed as follows:

ud = u0 − λ
2
π

arctan
(

e2
d

)
, (33)

where u0 > 0 is a constant velocity value. λ > 0 is the parameter to be designed and λ < u.

Remark 5. Diverging from the majority of the existing literature, the designed velocity command
can be adaptively adjusted based on the error size, offering the following three advantages: (1)
When encountering a significant tracking error, the command could reduce the velocity of the
USV, subsequently minimizing the turning radius and largely preventing saturation of the heading
actuator. (2) The velocity’s variation with the command minimally impacts the finite-distance
convergence performance of the tracking error, ensuring the USV’s ability to follow the avoidance
path effectively. (3) The designed velocity command value consistently remains above 0, aligning
with practical requirements.

The following velocity tracking error eu is defined:

eu = u − ud. (34)

On differentiating Equation (34) combining Equations (1) and (4), we obtain

.
eu = fu + guτu + du −

.
ud, (35)

where fu = 1
m11

(m22vr − d11u), gu = 1
m11

,
.
ud = − 4λed

.
ed

π(1+e4
d)

.

The Lyapunov function is defined as follows:

W3 =
1
2

e2
u. (36)

On differentiating Equation (36) combining Equation (35), we obtain

.
W3 = eu

(
fu + guτu + du −

.
ud
)
. (37)

The control law of the velocity subsystem is designed as follows:

τu =
1
gu

(
−kueu − fu − gu − d̂u +

.
ud

)
, (38)

where kr > 0 is the parameter to be designed. d̂ is the NDO estimate of external disturbance dr.

5. Stability Analysis

Theorem 1. For the USV model (1) and the lateral error model (4), under assumptions 1, 2, and
3, the heading guidance law (18) and the system control laws (31) and (38) are applied to the
USV control system based on the designed performance function (10), the following conclusions
are obtained:
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1. The errors eψ, er, eu of the USV control system are bounded, and the lateral error ed
converges to the steady-state value within a finite distance.

2. The USV realizes the tracking of the avoidance path within the prescribed distance
R and avoids colliding with obstacles. When the navigation distance exceeds R, the
USV maintains stable path-tracking and keeps a safe distance from obstacles.

Proof of Theorem 1. The following Lyapunov function is defined:

W =
1
2

(
e2

ψ + e2
r + e2

u

)
. (39)

On differentiating Equation (39) combining Equations (25), (30) and (37), we obtain

.
W = eψ

(
r − χψ2 + ηψ

)
+ er

(
fr + grτr + dr −

.
rd
)
+ eu

(
fu + guτu + du −

.
ud
)
. (40)

Substituting Equations (26), (31) and (38) into Equation (40), we obtain
.

W = −kψe2
ψ + eψ

(
χψ2 −

.
ψd

)
− kre2

r + er

(
χr2 −

.
ψd +

(
−d̂r + dr

))
− kue2

u + eu

(
−d̂u + du

)
. (41)

According to Assumptions 1, 2, and 3, there are different bounded constants
Ni(i = 1, 2, 3, 4) > 0 such that in Equation (41), there is

∣∣∣χψ2 −
.
ψd

∣∣∣ ≤ N1∣∣χr2 −
.
rd
∣∣ ≤ N2∣∣∣−d̂r + dr

∣∣∣ ≤ N3∣∣∣−d̂u + du

∣∣∣ ≤ N4

. (42)

According to Young’s inequality, there is

eψ

(
χψ2 −

.
ψd

)
≤ kψ

2 e2
ψ + 1

2kψ
N2

1

er
(
χr2 −

.
rd
)
≤ kr

4 e2
r +

1
kr

N2
2

er

(
−d̂r + dr

)
≤ kr

4 e2
r +

1
kr

N2
3

eu

(
−d̂u + du

)
≤ ku

2 e2
u +

1
2ku

N2
4

. (43)

Furthermore, Equation (41) can be reduced to

.
W ≤ −

kψ

2
e2

ψ − kr

2
e2

r −
ku

2
e2

u +
1

2kψ
N2

1 +
1
kr

(
N2

2 + N2
3

)
+

1
2ku

N2
4 . (44)

Let k = min
{

kr, kψ, ku
}

, M = max
{

N2
1 , N2

2 , N2
3 , N2

4
}

. Then, the following can be fur-
ther obtained

.
W ≤ −kW +

(
1

2kψ
+

1
kr

+
1

2ku

)
M. (45)

When W >

(
1

2kψ
+ 1

kr
+ 1

2ku

)
k

M, it is obvious that
.

W < 0, indicating that W is bounded.
According to the definition W, it can be obtained that eψ, er, eu is bounded. According to
Remark 3, ed satisfies the following inequality.

−ϖ(u, t) < ed < ϖ(u, t). (46)
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Because the performance function converges to the steady-state value ϖ∞ at the
navigation distance

∫ t
t0

Vdt = R, ed is bounded and converges to the steady-state value
within the prescribed distance R.

By setting the convergence distance parameter R to ensure R < d1 and referencing the
conclusion of 1, the USV achieves the tracking of the avoidance path within the distance R
and does not collide with the obstacle.

When the navigation distance exceeds R, the performance function ϖ(V, t) satisfies
ϖ ∈ (−ϖ∞, ϖ∞), and then ed ∈ (−ϖ∞, ϖ∞). By setting the steady-state value ϖ∞ to ensure

ϖ∞ < d2, the USV could achieve stable tracking of the avoidance path and maintain a
certain safe distance from the obstacles. □

6. Simulation Results

To verify the effectiveness of the guidance and control scheme, the USV model (1) and
the lateral error model (4) were employed, and the guidance and control strategy proposed
in Sections 3 and 4 was implemented for MATLAB simulation. The model parameters are
presented in Table 1.

Table 1. Model parameters.

Parameters Values Parameters Values

m11 200 kg d11 70 kg/s
m22 250 kg d22 100 kg/s
m33 80 kg·m2 d33 50 (kg·m2)/s

Based on Figure 1, the simulation scenario for tracking the path of the USV and
avoiding obstacles is designed as depicted in Figure 3. The initial position of the USV is set
to [x, y]T = [20 m, 0]T, the initial heading angle is ψ = 0.8rad, and the initial values of other
state variables is [u, v, r]T = [3 m/s, 0.1 m/s, 0]T. The obstacle-avoidance path consists of 5
waypoints {P1(0, 0), P2(50, 30), P3(70, 50), P4(100, 105), P5(120, 180)}, and there are several
obstacles near the USV’s location. By measuring d1, d2 and referring to Remark 1, the
convergence distance and the steady-state value can be set R = 20 m, ω∞ = 1 m to ensure
that R < d1, ϖ∞ < d2. The simulation parameter values are shown in Table 2.
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Table 2. Simulation parameters.

Parameters Values Parameters Values Parameters Values

ϖ0 30 m ke 0.2 λ 3
ϖ∞ 1 m kψ 0.3 ξψ 0.5
µ 0.2 kr 0.5 ξr 0.5
R 20 m ku 0.5 ωψ 10
t0 0 u0 5 m/s ωr 5

6.1. Case 1

To demonstrate the superiority of the guidance and control scheme proposed in this
paper (denoted as “A”), the control scheme based on ESHLOS guidance law proposed
in [10] (denoted as “B”) is compared and simulated. The simulation results are shown in
Figures 4–9.

As shown in Figure 4, Scheme A’s USV could adjust its heading within a limited
distance to track the avoidance path without colliding with obstacles. It maintains stable
path-following, with a small lateral error and a distance from the safe boundary of the
obstacle. The scheme ensures the safe navigation of the USV. Although Scheme B could
basically track the desired path, there is a certain deviation in its trajectory, which leads
to entering the safe boundary of the obstacle. This scheme has the risk of collision with
the obstacle. The main reason for the above results is that the lateral error of Scheme A is
always constrained by the designed performance function, converges within a prescribed
finite distance, and remains stable, which satisfies the requirements of obstacle avoidance
(refer to Figure 5). The lateral error of Scheme B lacks specific constraints, resulting in slow
convergence and a large steady-state value within the same distance, which leads to the
risk of collision obstacles. In addition, it is noted that the waypoint update time differs
between Scheme A and B. The adaptive velocity of Scheme A is adjusted based on the
path-following error, resulting in an average velocity that is lower than Scheme B’s (refer
to Figure 6). Although this factor affects the convergence time of the lateral error, greater
emphasis is placed on the performance of finite-distance convergence in this paper, and
obstacle avoidance is achieved through this method.
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6.2. Case 2

To reflect the superiority of the adaptive velocity command. The guidance and con-
trol scheme proposed in this paper (denoted as “C”) is compared with the scheme with-
out adaptive velocity command (denoted as “D”). The simulation results are shown in
Figures 10–14.

As shown in Figure 10, both Schemes C and D could track the avoidance path. In
addition, the lateral error converges to the steady-state value within a prescribed finite
distance and remains stable, satisfying the requirements of avoiding obstacles. Figure 13
reveals that the velocity of Scheme D tends towards a constant value, while the velocity of
Scheme C is adjusted based on the lateral error magnitude, which always remains above
0. It is evident from Figure 14 that as the USV transitions to the subsequent waypoint for
tracking, the heading actuator τr exhibits some degree of fluctuation. It is apparent that
the alteration in Scheme C is minimal, therefore mitigating the saturation of τr to some
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extent. This is attributed to the velocity of Scheme C decreasing with the command (refer
to Figure 13). At an equidistant convergence point (refer to Figure 11), the prolonged
convergence time results in a lesser amplitude of change in the heading actuator τr. Ad-
ditionally, the adjustment of the velocity command in Scheme C results in fluctuations in
the amplitude of the velocity actuator τu, with its maximum value remaining comparable
to that of Scheme D. In general, the implementation of an adaptive velocity command
design could effectively mitigate the saturation of τr to a certain extent and has minimal
impact on the finite-distance convergence performance of the lateral error, which ensures
the path-following and obstacle-avoidance ability of the USV.
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7. Conclusions

To solve the control problem of path-following and obstacle avoidance of USVs, a
guidance and control scheme with finite-distance convergence has been proposed in this
paper. The effectiveness of the scheme is proven by theoretical and simulation verification.

1. The designed performance function was used to constrain the path-following error
in the finite-distance convergence guidance and control law. Theoretical analysis
and simulation experiments demonstrated that the lateral error could converge to
a steady-state value within a limited distance, maintaining stability. Throughout
path-tracking, the USV successfully avoided obstacles and ensured navigation safety.

2. The designed adaptive velocity command could be adaptively adjusted according to
the size of the path-following error. Comparative simulations reveal that when the
error increases, the velocity decreases with its command. This approach effectively
mitigates heading-actuator saturation to a certain extent, with almost negligible impact
on the finite-distance convergence performance of the lateral error. Consequently, the
USV retains its proficiency in path-following and obstacle avoidance.

The focus of this study on path-following and obstacle-avoidance control issues for
USVs primarily centers on static obstacles, with less consideration given to input-saturation
problems. Further research will be carried out on the obstacle-avoidance problem of
dynamic obstacles and the limitation of actuators in the future.
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