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Abstract: The progress in machine learning during the last decade has had a considerable impact
on many areas of science and technology, including quantum technology. This work explores the
application of reinforcement learning (RL) methods to the quantum control problem of state transfer
in a single qubit. The goal is to create an RL agent that learns an optimal policy and thus discovers
optimal pulses to control the qubit. The most crucial step is to mathematically formulate the problem
of interest as a Markov decision process (MDP). This enables the use of RL algorithms to solve the
quantum control problem. Deep learning and the use of deep neural networks provide the freedom to
employ continuous action and state spaces, offering the expressivity and generalization of the process.
This flexibility helps to formulate the quantum state transfer problem as an MDP in several different
ways. All the developed methodologies are applied to the fundamental problem of population
inversion in a qubit. In most cases, the derived optimal pulses achieve fidelity equal to or higher
than 0.9999, as required by quantum computing applications. The present methods can be easily
extended to quantum systems with more energy levels and may be used for the efficient control of
collections of qubits and to counteract the effect of noise, which are important topics for quantum
sensing applications.

Keywords: quantum technologies; quantum control; reinforcement learning; machine learning;
qubit systems

1. Introduction

The recent developments in quantum technologies, like quantum computing, quantum
metrology, and quantum sensing, have advanced at a rapid pace. In this quantum race,
the precise control of the fundamental quantum systems that are the building blocks for
these important quantum technology applications is quite crucial. There are already a
multitude of methods used in quantum control problems: resonant methods [1], adiabatic
methods like rapid adiabatic passage [1,2] and stimulated Raman adiabatic passage [3],
variances in adiabatic techniques termed shortcuts to adiabaticity [4], and optimal control
methods [5,6] have been applied with great success for several years now.

Artificial intelligence (AI) is also a rapidly growing area, especially in the last decade
with the advances in deep learning combined with the increase in the computational power
of modern computer systems [7,8]. Reinforcement learning (RL) is the area of machine
learning (ML) that is trying to develop algorithms and agents that learn to solve problems
and make decisions based on training and interaction with the environment. This technique
has been applied in many areas from games like chess and GO [9] to robotic systems for real-
time decision processes and even to physics systems [10,11]. The present article is aligned
with the ongoing efforts to apply RL in controlling quantum systems. More specifically,
the goal of an RL agent is to drive a quantum system from some initial state to another
target state by optimally shaping the applied electromagnetic field. The metric that is
usually used for measuring the success of a state transition is the fidelity (F ) of the final
state with respect to the target state. There are also other types of machine learning, such as
supervised learning, which have been used to solve quantum control problems, like qubit
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characterization [12] and qubit manipulation and readout [13]. This article only deals with
RL methods.

Reinforcement learning solves problems that are in the mathematical form of a Markov
decision process (MDP) [14]. For this reason, one should formulate the problem of quantum
state transfer as an MDP, which governs the agent-environment interplay of the problem.
In this context, the quantum mechanical system is actively involved in the defined environ-
ment. This work presents different formulations of the MDP in an attempt to explore many
possible ways to formalize the state transfer problem, building on previous works [15–24].

The fundamental building block of quantum systems and the smallest chunk of
quantum information is the two-level system or qubit [2]. For this reason, the proposed
methodology is used to control the dynamics of a single qubit, emphasizing the state
transfer problem of population inversion from one qubit state to the other. The environment
(MDP) and the agent are formulated in many different settings and combinations, and
the results are presented from the application of several RL algorithms. In most cases,
the agents are stressed to achieve fidelities higher than 0.9999, which is a rough estimate
of the accuracy threshold needed for fault-tolerant quantum computation. The current
work may serve as a stepping stone to apply the proposed methodology in more complex
quantum control problems, for example, the simultaneous control of a collection of qubits
with different frequencies and efficient qubit control in the presence of noise, which are
essential in quantum sensing. We plan to address these problems in future work.

The structure of this article is as follows: In Section 2, we present the theoretical
aspects of the qubit system and the mathematical aspects of the MDP and RL, as well as
the different formulations and settings of the MDP process and how they are related to
the two-level system. Section 3 provides an overview of the RL methods that are used
in this paper, while Section 4 describes the trigonometric series optimization algorithm
that uses RL methods to produce smooth control. Section 5 presents the results of the
various algorithms for qubit population inversion; finally, Section 6 provides some insights
and conclusions.

2. Two-Level System and Markov Decision Process (MDP)
2.1. Two-Level System

A two-level system or qubit is a quantum system that has two energy levels, as shown
in Figure 1. The lower-energy state |1⟩ is called the ground state, and the higher-energy
state |2⟩ is called the excited state. An arbitrary state of the qubit can be represented by a
2 × 2 density matrix

ρ =

[
ρ11 ρ12
ρ21 ρ22

]
, (1)

where the diagonal element ρii is the population of state |i⟩, i = 1, 2, and the off-diagonal
elements ρ∗21 = ρ12 express the coherence between the ground and excited states. Note that
for a closed system (without losses), as the one considered here, it is ρ22 = 1− ρ11; thus, its
general state can be represented by the triplet of real parameters ρ11, Re{ρ12}, Im{ρ12}.

The control of a qubit is usually achieved through the application of an external
electromagnetic field. The Hamiltonian expressing the interaction of a two-level system
with a chirped field of the form E(t) = ϵ(t) cos[ωt + ϕ(t)], where ϵ(t) is the envelope, ω
the angular frequency and ϕ(t) the time-dependent phase of the field, under the electric
dipole and rotating wave approximations, can be written as [2]

H(t) =
h̄
2

[
∆(t) Ω(t)
Ω(t) −∆(t)

]
= h̄

∆(t)
2

σz + h̄
Ω(t)

2
σx. (2)

Here, h̄ is the Planck’s constant, the control function Ω(t) = −d21ϵ(t)/h̄ is called the
Rabi frequency, with d21 being the electric dipole matrix element between the energy levels,
and ∆(t) = ω − ω0 + ϕ̇(t) is the detuning from the qubit frequency ω0 = (E2 − E1)/h̄.
In the presence of chirp (ϕ̇ ̸= 0), the detuning is also time-dependent and serves as an
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extra control function in addition to the Rabi frequency. This Hamiltonian is expressed in
compact form using Pauli matrices σx, σz.

|2⟩

|1⟩

Ω(t)

∆(t)

Figure 1. Two-level system. Ω is the Rabi frequency, proportional to the envelope of the applied
electromagnetic field, and ∆ is the detuning between the qubit frequency and the frequency of the
applied field.

The qubit dynamics under Hamiltonian (2) is governed by the density matrix equation

ih̄
dρ

dt
= [H, ρ], (3)

where [·, ·] is a bilinear map H×H → H, called a Lie bracket or the commutator. It
maps two operators (H → H) in the Hilbert space H that governs the quantum system
to another one in the same Hilbert space. The qubit is initially (t = 0) in its ground state
|1⟩; thus, ρ11(0) = 1 and ρ22(0) = ρ12(0) = 0. A well-known solution to the problem of
population inversion, i.e., the transfer of a population to the excited state |2⟩, is the resonant
π pulse. This is a pulse without chirp applied on resonance ∆ = 0 (ω = ω0) with the
qubit frequency, with constant amplitude Ω(t) = 1 and duration T = π units of time.
Here, RL methods are used to reproduce this optimal solution and retrieve other solutions
considering time-dependent detuning.

2.2. Markov Decision Process (MDP)

The MDP is a framework for the problem of learning from interaction with the en-
vironment to achieve a goal. The entity that is learning from this interplay and makes
the decisions is called an agent. The entity that the agent interacts with is called the
environment. MDP is a tuple (S ,A, p, γ), where

• S is the state space;
• A is the action space;
• p : S ×R×S ×A is a map that gives the probability that a state s′ ∈ S , and a reward

r ∈ R happens based on previous state s ∈ S and the action a ∈ A;
• γ is the discount factor.

The agent interacts at discrete time steps t ∈ N. At each step, the agent receives a
representation of the environment, which is called the state, denoted by St ∈ S . Based
on the state, the agent selects an action At ∈ A. In the next step, the response of the
environment to the agent’s action is a numerical reward, Rt+1 ∈ R ⊂ R. In the new
step, the environment is in a new state St+1. The whole process is illustrated in Figure 2.
Following this procedure, a sequence of states, actions, and rewards are generated, forming
a trajectory:

S0, A0, R1, S1, A1, R2, S2, A2, R3, . . .
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Agent

Environment

action
At

St+1

Rt+1

state St
reward
Rt

Figure 2. MDP and agent–environment interplay.

The probability function p determines the dynamics of the MDP. Since p defines a
probability distribution for each choice of s and a, it is

∑
s′∈S

∑
a∈A

p(s′, r|s, a) = 1, ∀s ∈ S , a ∈ A. (4)

This probability distribution completely characterizes the dynamics of the environ-
ment. The probability of each state St and reward Rt depends only on the immediately
preceding state St−1 and action At−1. This is a restriction on the state of the environment.
The state must have information about the past agent–environment interaction. If this is
true, then the state has the Markov property.

2.3. Qubit System and State Transfer as an MDP

The state and action spaces of the qubit system have to be defined in the context of an
MDP. The environment does not always coincide with the quantum system. It depends on
the formulation of the MDP. In general, the environment and the quantum system are two
different entities. State and action spaces can both be defined as discrete or continuous.

2.3.1. Finite State Space

Following Ref. [15], a discrete state space S can be defined as the tuple (T ×O), where
T is the set of the time steps in an episode or trajectory, and O is the discrete space of the
available Rabi frequencies. Only step size pulses are allowed, with Ω ∈ O taking values
in the interval [−1, 1]. Obviously, the considered pulses are resonant and without chirp.
The MDP state at time step t is given by the tuple:

st = (t, Ωt), (5)

where t ∈ T and Ωt ∈ O.

2.3.2. Continuous State Space

A more intuitive choice would be to use the state of the quantum system to construct
the state of the MDP. The quantum state also has the Markov property, since the current state
and the next actions do not depend on the history of the process. The quantum state space is
an infinite dimensional space, thus continuous MDP state space is more relevant in this case.
This formulation offers more freedom in the choice of actions, which may potentially lead
to new insights about the dynamics and control of the system. By incorporating the qubit
state, the MDP state space can be defined as a subset of R4 or R5, with the corresponding
MDP state represented by a 4-tuple or a 5-tuple, depending on whether system is resonant
∆ = 0 or time-dependent ∆(t),

sres
t = (Ωt, ρ11, Re{ρ12}, Im{ρ12}), (6)

or
s∆

t = (Ωt, ∆t, ρ11, Re{ρ12}, Im{ρ12}), (7)
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respectively. Note that for a certain case below, a hybrid MDP state space of the form (6) is
used, with discrete Rabi frequency and continuous density matrix elements.

2.3.3. Action Space

The action space A can be discrete or continuous. In the resonant setup where the
only control is the Rabi frequency, each action corresponds to the correction of the value of
the Rabi frequency from the previous time step. If Ωt is the Rabi frequency at time t, and
the action taken at next time step is at = δΩt, then, at time t + 1:

Ωt+1 = Ωt + δΩt. (8)

In the setup where detuning is used as an additional control, the action is defined as
a tuple of two corrections at = (δΩt, δ∆t). In this case, the action corrects both the Rabi
frequency and the detuning; thus, aside from the change described in Equation (8), there is
a corresponding one for the detuning:

∆t+1 = ∆t + δ∆t. (9)

2.3.4. Reward Function

The metric that shows the success of a quantum state transfer process is the fidelity
of the evolved density matrix ρ(t) with respect to the target density matrix ρtar, which is
defined as the trace of the matrix product

F = Tr[ρtarρ(t)]. (10)

Note that ρ(t) is obtained from the evolution of Equation (3), when starting from
the initial condition ρ(0). For the population inversion problem the fidelity is simply the
population of the excited state,

F = ρ22(t). (11)

The MDP reward function, which is responsible for the way the RL agent assimilates
the quantum dynamics, depends on the quantum state fidelity. The goal is to derive an
optimal policy that exceeds a prescribed threshold fidelity Fth within the least possible time.
For this reason, each time step is additionally penalized by giving a negative reward set to
−1, but, when the desired fidelity threshold is surpassed, the agent receives a constant big
positive reward. The MDP is defined as an episodic process, and each episode corresponds
to a pulse sequence that drives the system from the initial state to another, very close to the
desired one in the best-case scenario. An episode ends when the maximum allowed time
has passed or the desired fidelity has been achieved. Combining all the above, the reward
function is defined as follows:

Rt =

{√
F (t) + cu(F (t)), if the episode terminates√
F (t)− 1, in all intermediate steps

, (12)

where c > 0 is a constant reward given to the agent if the threshold fidelity is exceeded
during the episode, and u is the unit step function defined as

u(F ) =
{

1, i fF ≥ Fth

0, else
. (13)

Note that in the reward function
√
F , instead of F , is used, because it gives higher

rewards since 0 ≤ F ≤ 1, leading to faster convergence to the optimal policies during
training. Note that in Equation (13), the actual fidelity is used for comparison with the
target threshold.
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3. Reinforcement Learning (RL) Methods
3.1. Temporal Difference (TD) Methods

Temporal difference learning [14] is a set of algorithms from reinforcement learning
that combine ideas from Monte Carlo learning and dynamic programming. TD methods
learn directly from experience without any model of the environment. They also update
estimates based on other learned estimates but without waiting for the final outcome
(bootstrapping). TD methods do not need to wait until the end of the episode to determine
the change in the value function V(St), such as in Monte Carlo (MC) methods. At the next
time step t + 1, TD makes the update using the observed reward of new step Rt+1 and the
estimate for the next time step value state V(St+1). A simple update that can be used is the
following rule:

V(St) = V(St) + a
[

Gt −V(St)
]
= V(St) + a

[
Rt + γV(St+1)−V(St)

]
, (14)

where a ∈ (0, 1] is the learning rate, γ is the discount in the next state value, and Gt the
actual return following time t . Most TD algorithms employ similar update rules but, in
most cases, use the action-value function instead of the state-value function.

3.1.1. Q-Learning

Q-learning [25] is one of the most applicable algorithms from the TD family. The basic
concept is that after the agent tries an action in a state, it receives the immediate reward and
moves to a new state. It evaluates and compares the immediate result with the estimate
of the value of the previous state. Exploring all actions in all possible states repeatedly,
it finally learns the optimal policy based on the long-term discounted return. The main
steps of Q-learning are summarized in Algorithm 1. It is considered an off-policy method
since it tries to improve a policy that is different from the one that was used to generate the
data. It is important to note that an exploration of action selection is required to examine
all state–action pairs and determine the optimal ones. This is achieved by introducing
an ϵ-greedy policy during the sampling during the algorithm training, where ϵ is a real
number between 0 and 1, usually close to 0. The value ϵ = 1 means that the policy is
random and always chooses actions randomly, no matter in what MDP state it is, while
ϵ < 1. This means that the policy chooses the most valued action most of the time (with
probability 1− ϵ ≈ 1), but, in some cases, it chooses a random action (with probability
ϵ≪ 1) in an attempt to explore all the state–action pairs sufficiently.

Algorithm 1 Q-learning

Parameters: learning rate l ∈ (0, 1] and ϵ > 0
Initialize arbitrarily state-action value function Q(S, a) ∀S ∈ S , a ∈ A

For each episode:
Initialize state s in S
For each time step of episode:

Choose action A ∈ A with policy using Q-value function (i.e., ϵ-greedy)
Take action A, observe R, S′

Q(S, A)← Q(S, A) + l[R + γ maxa(Q(S′, a))−Q(S, a)]
S← S′

until S terminal

3.1.2. Expected State–Action–Reward–State–Action (SARSA)

Another algorithm that can be considered as a variation of Q-learning is the expected
SARSA algorithm [14]. In this case, instead of the maximum over the next state-action
value, the update rule uses the expected value of the next state-action pair, taking into
account how likely each action is to be selected under the current policy:
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Q(St, at)← Q(St, at) + a
[

Rt+1 + γEπ

[
Q(St+1, At+1)|St+1

]
−Q(St, At)

]
← Q(St, at) + a

[
Rt+1 + γ ∑

a
π(a|St+1)Q(St+1, a)−Q(St, At)

]
. (15)

Expected SARSA appears to eliminate the variance in the SARSA algorithm due to the
random selection of action At+1. It is expected to perform better than the latter given the
same amount of learning experience.

3.1.3. Deep Q-Network

The Deep Q-Network [26] is one of the first deep reinforcement learning algorithms.
It combines reinforcement learning with deep neural networks by using a complete fully
connected artificial neural network (ANN) to approximate the action-value function Q.
Nonlinear approximators such as neural networks with non-inear activation functions
experience instabilities in the model. DQN algorithm addresses this problem with two
key ideas:

1. Experience replay: randomizes the data and removes correlations between sequential
states;

2. Periodically Q action-value function update: reduces the correlations with the target.

The experience replay mechanism stores agent experiences e = (s, a, r, s′) in a dataset
D = {e1, . . . , et} where et is the experience tuple at time step t. The Q-learning updates
are done on random samples from these experiences. The loss function for the Q-learning
update is defined by:

Li(θi) = Ee=(s,a,r,s′)

[(
r + γ max

a′
Q(s′, a′, θ−i )−Q(s, a, θi)

)2]
, (16)

where γ is the discount factor, θ−i are the parameters of the Q-network that are used to get
the target at iteration i, and θi are the parameters of the Q-network at iteration i. Parameters
θ−i are updated periodically with the values of parameters θi and are fixed in between. This
practically means that the parameters θi are updated at each step of the training, but they
are not directly used in the estimated value inside the max operation. Only after some
iterations, these parameters are used to update the periodically steady parameters θ−i of
the target network. This process is achieved by preserving two instances of the same neural
network: one with parameters θi and another one with parameters θ−i . The first network
is constantly updated, and the second one is updated periodically using the parameter
values of the first. In this way, the correlations between subsequent experiences are reduced.
More details on this procedure are given in Algorithm 2. Concerning the architecture of
the network, the input neuron layer incorporates the state and the action of the current
time step, while the output neuron values correspond to the action values of each possible
next action. It is trivial to think that this algorithm works without any further modification
with discrete state and action spaces. In Figure 3a, the DQN architecture for the discrete
MDP state space is presented, defined in Equation (5); in Figure 3b, the DQN architecture
for a hybrid MDP state space of the form (6) is presented, with discrete Rabi frequency
and continuous density matrix elements. These figures make obvious the advantage of the
DQN architecture; that is, for each state–action pair, the action value of every possible next
action is estimated at once.
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Algorithm 2 Deep Q-Network with experience replay

Initialize replay buffer/memory D
Initialize ANN with random weights θ
Initialize target ANN with random weights θ− and update rate C
for each episode: do

Initialize state s in S
for each time step of episode: do

Choose action a ∈ A based on the ϵ-greedy policy in the parametrized action
value Q(s, ·, θ)

Take action a, observe r, s′

Store experience in memory D
Select a random mini-batch experience from memory D
Obtain the return based on next maximum valued action:

y =

{
r if s′ is terminal state
r + maxa′ Q(s′, a′, θ−) else

Perform gradient descent on the loss function Li(θi) (16)
Update parameters so that θ− = θ every C steps

end for
end for

input state (s)
layer

hidden layers
θt

output
layer

t

Ωt

Qθt(s, a1)

Qθt(s, a2)

(a)

input state (s)
layer

hidden layers
θt

output
layer

Ωt

ρt
11

Re
{

ρt
12
}

Im
{

ρt
12
}

Qθt(s, a1)

Qθt(s, a2)

(b)
Figure 3. DQN architectures of neural networks. (a) DQN architecture 1. (b) DQN architecture 2.
The first architecture has a discrete state space with s = (t, Ωt), and the second has a hybrid state
space of the form s = (Ωt, ρ11, Re{ρ12}, Im{ρ12}), with discrete Rabi frequency and continuous
density matrix elements. In both architectures, the output layer produces the values of all available
actions that correspond to the input state. The greedy policy should select the action with the higher
value, breaking ties randomly.

3.2. Policy Gradient Methods

The previously explored methods are called value-based methods since they learn
the value functions and extract the policy from them. There is another kind of method,
the policy gradient methods, which do not depend on the action values at all, but they use
a an improved parameterized policy to select the best actions [14].
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3.2.1. Policy Approximation

Policy π(a|s, θ) is parameterized by a set of parameters θ and should be differentiable
with respect to them. It represents the probability of selecting action a ∈ A when being in
state s ∈ S ,

π(a|s, θ) = Pr{At = a|St = s, θt = θ}. (17)

The methods learn the optimal policy parameters by using approximate gradient
ascent in a performance measure J(θ)

θt+1 = θt + α∇J(θt), (18)

where α is the learning rate, θt are the previous step parameters, and θt+1 are the current
time step parameters. There is a challenge in calculating the gradient of the objective
function since it depends not only on the action selection but also on the distribution of
states. There is a theoretical result that overcomes this challenge, called the policy gradient
theorem, which states that the gradient of the objective function does not depend on the
distribution of states [14]:

∇J(θ) ∼∑
s

µ(s)∑
a

qπ(s, a)∇π(a|s, θ), (19)

where θ are the policy parameters, π the policy, and µ the distribution of the importance of
states under policy π (µ(s) > 0, ∑s µ(s) = 1).

3.2.2. Discrete Action Space Parameterization

If the state space is not too large, the policy is commonly parameterized according to
an exponential softmax distribution

π(a|s, θ) :=
eh(s,a,θ)

∑b eh(s,b,θ)
, (20)

where h(s, a, θ) is the parameterized numerical preferences for each action–state pair, and
b represents an action index. Policy is in fact a probability distribution, since the sum
of the action probabilities on each state sum up to one. This parameterization is called
softmax in action preferences. The action preferences can be parameterized arbitrarily. They
can be computed by an artificial neural network, where θ is the weight of the ANN. One
advantage of this parameterization is that the approximate policy can potentially approach
a deterministic policy, in contrast to ϵ-greedy action selection, where there is always a
possibility of selecting a random action.

3.2.3. Continuous Action Space Parameterization

Policy gradient methods are applicable not only on discrete action spaces: with the
appropriate parameterization, they can also handle very large or even continuous action
spaces [14]. In this case, models learn the statistics of the probability distribution, and
actions are sampled from this distribution. One common choice is sampling actions from a
normal Gaussian distribution. The probability density function is given by

d(a) :=
1

σ
√

2π
e−

(a−µ)2

2σ2 , (21)

where µ is the mean, and σ is the standard deviation of the normal distribution. The prob-
ability of selecting an action from a subset of the complete action space is given by the
following integral:
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Pr{a ∈ X} :=
∫
X

d(a)dµa, (22)

where X is the action subset, and dµa is the probability measure in the action distribution
space. The integral can be thought of as the more general Lebesgue integral since a can be
arbitrary and not only on R. Using this probability distribution, a policy can be thought
of as a probability density function where the mean and the standard deviation can be
approximated by state-dependent parameterized functions µ(s, θ) and σ(s, θ) that can be
represented by artificial neural networks

π(a|s, θ) :=
1

σ(s, θ)
√

2π
e
− (a−µ(s,θ))2

2σ(s,θ)2 . (23)

3.2.4. REINFORCE Algorithm

REINFORCE [27] is a policy gradient algorithm based on the policy gradient theorem,
which uses the total return Gt of an episode to proceed to the parameter updates; thus, it
can be regarded as a Monte Carlo method. This is why it is also called the Monte Carlo
policy gradient algorithm. The following pseudocode (Algorithm 3) describes the process
of the algorithm. Figure 4a displays the REINFORCE neural network architecture for the
discrete MDP state space defined in Equation (5), while Figure 4b depicts the corresponding
architecture for the continuous MDP state space defined in Equation (6). Observe that in
the first case, the output is the discrete probability distribution of the action selection, while
the second is the parameters defining a continuous probability distribution, for example,
the mean and standard deviation for a parameterized normal probability distribution, as in
Equation (23).

Algorithm 3 REINFORCE algorithm

Initialize parameters θ of the policy π(a|s, θ) and learning parameter α
for each episode: do

Generate a full episode S0, A0, R1, . . . , ST−1, AT−1, RT
for each time step of episode t = 0, 1, . . . , T − 1 do

Gt ←
T

∑
k=t+1

γk−t−1Rk

θt ← θt + αγtGt
∇π(At|St, θt)

π(At|St, θt)

← θt + αγtGt∇ ln π(At|St, θt)

end for
end for

There is an intuition behind the update rule of the algorithm. Each increment is
proportional to the product of the return Gt and a vector, the gradient of the probability
of taking the action divided by the probability of taking that action. The vector shows the
direction in the parameter space that increases the probability of repeating the action At
at state St. The update term increases proportionally to the actual return Gt and inversely
proportionally to the action probability. This is the intuitive approach since the parameters
move in the direction in which actions give higher returns, and it does not give an advantage
to actions that are frequently selected.
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input state
layer

hidden layers
θt

prob. distr.
layer

t

Ωt

Pr(a1|s, θt)

Pr(a2|s, θt)

(a)

input state
layer

hidden layers
θt

prob. distr.
layerΩt

ρ11

Re{ρ12}

Re{ρ21}

µ(s, θt)

σ(s, θt)

(b)
Figure 4. REINFORCE architecture of neural networks. (a) REINFORCE—Policy NN architecture 1.
(b) REINFORCE—Policy NN architecture 2. The first architecture has a discrete state space with
s = (t, Ωt), and the second has a continuous state space with s = (Ωt, ρ11, Re{ρ12}, Im{ρ12}), where,
here, the Rabi frequency is also continuous. In the first case, the output is the discrete probability
distribution of the actions selection, while in the second, the output is the parameters of a continuous
probability distribution, for example, the mean and standard deviation of a parameterized normal
probability distribution as in Equation (23).

3.3. Actor-Critic Methods

The reinforcement learning methods analyzed so far fall into two main categories [28,29]:
the value-based (critic-only) methods, which approximate value functions and derive
policies from them; and the policy-based (actor-only) methods, which use parameterized
policies and try to learn optimal policies. There is also a third class of methods, which are
called actor-critic methods. They try to combine the strengths of both previous approaches.
The critic approximates the value function, which is used by the actor to update the
parameters of the parameterized policy. Actor-critic methods are based on the important
observation that since the number of actor parameters is less than the number of states,
the critic does not need to approximate the exact value function. A parameterized actor
computes continuous actions without the need for the optimization of a value function,
while a critic offers to the actor knowledge about the performance with low variance,
a combination that speeds up learning. Both actor and critic have access to the state of the
system. This process is illustrated in Figure 5.

System

Actor

Critic

Reward

State

Action

Values

Figure 5. Actor-critic architecture.
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Proximal policy optimization (PPO) algorithms [30] are a family of policy gradient
methods that optimize a surrogate objective function by stochastic gradient ascent. PPO
updates multiple epochs of mini-batch updates, optimizing a surrogate objective func-
tion by stochastic gradient ascent. This algorithm is inspired by the trust region policy
optimization (TRPO) algorithm [31]. TRPO maximizes a surrogate loss given by

LCPI(θ) = Et

[
rt(θ)At

]
, (24)

where
rt(θ) =

πθ(at|st)

πθold(at|st)
At, (25)

is the probability ratio, st the state, and at the action at time step t. CPI stands for conserva-
tive policy iteration. Without any constraint, the loss function leads to large policy updates,
so the idea here is to modify the loss function so that the policy updates do not move rt(θ)
away from 1 (r(θold) = 1).

The PPO algorithm has the same benefits as TRPO, but it is simpler to implement
and has better sample complexity. Some of the surrogate losses considered for the PPO
algorithms are the CLIP loss and the KLPEN loss. CLIP loss includes a penalty term in the
parameter updates that clips the loss as follows:

LCLIP(θ) = Et

[
min(rt(θ)At, clip(rt(θ), 1− ϵ, 1 + ϵ)At)

]
, (26)

where At is called the advantage function At(s, a) = Qπ(s, a) − Vπ(s), ∀s ∈ S , a ∈ A.
KLPEN loss is defined by adding a penalty on KL divergence

LKLPEN(θ) = Et

[ πθ(at|st)

πθold(at |st)
At − βKL[πθold(·, st), πθ(·|st)]

]
. (27)

KL divergence is a type of statistical distance, a measure of how one probability
distribution is different from a second reference probability distribution. These losses
can be computed and differentiated. Practical implementations utilize multiple steps of
gradient ascent to optimize the parameters based on the loss function. There is also an
option to share parameters across the two used neural networks, one for the critic and
the other for the value function. In this case, the loss function should combine the policy
surrogate loss and the value function error loss or even add an additional entropy term
that ensures sufficient exploration

LCLIP+CF+S
t (θ) = Et

[
LCLIP

t (θ)− c1LVF
t (θ) + c2S[πθ ](st)

]
, (28)

where c1, c2 are some coefficients, S is the entropy term and LVF
t is the squared error loss

(Vθ(st)−Vtarg
t )2.

4. Trigonometric Series Optimization Algorithm (TSOA)

The control functions, which always include the Rabi frequency Ω(t) and additionally
the time-dependent detuning ∆(t) in the case of chirped pulses, can be represented by
finite trigonometric series. The idea for this representation was already used in Ref. [32] to
solve quantum control problems with optimal control and in Ref. [33] to implement fast
adiabatic qubit gates. This formulation produces smooth controls for Ω and ∆, which are
easier to be implemented experimentally. We thus consider the truncated series

Ω(t) = a0 +
p

∑
k=1

(a2k−1 cos kt + a2k sin kt), (29)

∆(t) = b0 +
p

∑
k=1

(b2k−1 cos kt + b2k sin kt), (30)
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where p is the number of harmonics used in the truncated expansions. The parameter
vector v = [a0, a1, . . . , a2k, b0, b1, . . . , b2k] to be determined is normalized to unity,

∥v∥ = 1. (31)

The continuity of the action space in this formulation requires a policy gradient or an
actor-critic method so that the MDP can be solved. The actor neural network architecture is
displayed in Figure 6. Observe here that the input is the quantum state, expressed by the
real numbers ρ11, Re{ρ12}, Im{ρ12}, while the output is the optimal values of the parameter
vector components. The MDP in this situation is defined by only one time step; the model
maps the MDP state that coincides with the quantum state to the action that is the set of the
parameters of the trigonometric series. This is a completely different formulation of the
problem as an MDP. This model approximates the optimization process to find the optimal
parameters to represent the optimal controls via the trigonometric series. The time in which
the quantum system evolves is fixed, so this is a fixed time optimization process.

input state
layer

hidden layers

trig. param.
layer

ρ11

Re{ρ12}

Im{ρ12}

a0

...

b2k

Figure 6. Parameterized policy actor NN. Input layer consists of the state of the quantum system (the
necessary density matrix components), and output layer consists of the parameters of the truncated
trigonometric series for the controls Ω(t) and ∆(t).

5. Results and Discussion

In the following sections, the results obtained from the trained RL agents are presented,
along with the parameters used for each model. At first, tabular methods using discrete
action and state space MDP setup were used. Then, the same setup was used in deep RL
methods, such as DQN. In the DQN algorithm, which is a value-based method, the actions
should remain discrete, but the state space can be extended to be continuous, utilizing the
formulation with density matrix elements. Next, policy gradient methods were employed
initially using the same MDP setups, but MDP setups where both the action and state
spaces are continuous were considered too. Actor-critic methods were only tested with the
continuous MDP formulation since this is the area where they really excel.

In all simulations of quantum system evolution, h̄ = 1. The Rabi frequency and the
detuning were normalized with respect to parameter Ωmax, so the time unit was t0 = Ω−1

max.
This unit convention is used in all figures throughout this paper.

All the algorithms were developed using the open-source machine learning platform
TensorFlow [34]. This also includes a specific library for reinforcement learning, named
TF-Agents, which accelerates the algorithm implementation and execution. The quantum
system evolution was simulated by QuTiP [35], which is open-source software for simulat-
ing the dynamics of quantum systems. The versions of the software are shown in Table 1.
The simulations were performed with a computer utilizing the CPU, with specifications
shown in Table 2.
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Table 1. Software versions.

Software Version

TensorFlow 2.15.1

tf-agents 0.19.0

QuTiP 4.7.3

Python 3.11.8

Table 2. Computer hardware specifications.

Component Model

CPU AMD Ryzen 5 5600X 6-Core Processor

Memory RAM 32 GB

5.1. Temporal Difference Methods
5.1.1. Tabular Methods (Q-Learning and Expected SARSA)

The Q-learning algorithm with the discrete action and state space MDP setup (5) was
used first. The threshold fidelity was set at Fth = 0.99, and a discrete action space with
seven actions was used. The parameters of the algorithm are shown in the Table 3, while
the results are displayed in Figures 7 and 8, at an early training stage of 2000 episodes
and the final training stage of 20,000 episodes, respectively. Observe that in the early
stage, the algorithm did not succeed in obtaining an optimal policy yet, since the fidelity
failed to attain the 0.99 threshold, as shown in Figure 7b, and Ω(t) substantially deviates
from the optimal π-pulse, as shown in Figure 7a. On the other hand, at the later stage
of 20,000 episodes of training, the agent produced an optimal policy that achieved the
threshold fidelity, Figure 8b, while Ω(t) attained the shape of the optimal π-pulse, Figure 8a.
Note that since the threshold fidelity was only 0.99, it was obtained earlier than π units
of time. Also, observe that the expected return (cumulative rewards) from the training
episodes improved with the number of episodes by comparing Figures 7c and 8c. These
figures contain all cumulative returns for all training episodes and show how the episode
rewards change as training accumulates.

Table 3. Tabular methods parameters—7 actions.

Parameters F = 0.99

Maximum time t 5

Maximum time steps 15

Discount factor γ 0.99

Minimum ϵ 0.05

Detuning ∆ 0

Rabi frequency Ω −1 ≤ Ω ≤ 1

Actions δΩ {−2, −1, − 1
2 , 0, 1

2 , 1, 2}

Target fidelity 0.99

Training time ≈30 mins



Information 2024, 15, 272 15 of 29

Figure 7. Results for Q-learning with 7 actions at the early training stage after 2000 training episodes:
(a) optimal normalized Rabi frequency Ω(t) as the external control of the system, (b) fidelity (popula-
tion of excited state |2⟩) as a metric the performance of the population transfer, (c) expected return
(cumulative rewards) results during the training episodes, (d) populations of states |1⟩ and |2⟩. Pulse
shape does not succeed in transferring the state due to lack of sufficient learning.

Figure 8. Results for Q-learning with 7 actions at the final training stage after 20,000 training
episodes: (a) optimal normalized Rabi frequency Ω(t) as the external control of the system, (b) fidelity
(population of excited state |2⟩) as a metric the performance of the population transfer, (c) expected
return (cumulative rewards) from the training episodes, (d) populations of states |1⟩ and |2⟩. Solution
successfully inverts the population between the two states.

The expected SARSA algorithm outperforms the Q-learning algorithm for the early
stage of training, since now the agent is able to attain the target fidelity, as shown in Figure 9.
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The parameters of the algorithm are the same as those of the Q-learning algorithm. Note
that for the early-stage training, the threshold fidelity is obtained for a longer duration
than π units of time, as shown in Figure 9b, while Ω(t) deviates from the constant π-pulse,
see Figure 9a. For the later stage of training the results of expected SARSA, displayed in
Figure 10, are similar to those obtained with Q-learning and shown in Figure 8.

Figure 9. Results for expected SARSA with 7 actions at the early training stage after 1000 training
episodes: (a) optimal normalized Rabi frequency Ω(t) as control of the system, (b) fidelity (population
of excited state |2⟩) as a metric the performance of the population transfer, (c) expected return
(cumulative rewards) from the training episodes averaged from 10 episode samples, (d) populations
of states |1⟩ and |2⟩. Suboptimal solution even at the early stage of training process.

Figure 10. Results for expected SARSA with 7 actions at the final training stage after 10,000 training
episodes: (a) optimal normalized Rabi frequency Ω(t), (b) fidelity (population of excited state |2⟩) as
a metric the performance of the population transfer, (c) expected return (cumulative rewards) from
the training episodes averaged from 10 episode samples, (d) populations of states |1⟩ and |2⟩. Agent
can provide the optimal solution (π-pulse).
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5.1.2. DQN Algorithm

The applicability of tabular methods is limited since they require many training
episodes to obtain optimal pulses that achieve high fidelity, for example, 0.9999. To ef-
ficiently obtain these fidelity levels, we used deep RL methods. The DQN algorithm
approximates the value function and generates the optimal policy from it based on a greedy
algorithm. The threshold fidelity set was at the higher value Fth = 0.9999, and a discrete
action space with nine actions was used. The first try was with a discrete state space
implementation (5), see also DQN-architecture 1 in Figure 3a, with parameters given in
Table 4. The corresponding results are displayed in Figure 11. From Figure 11b, one can
see that the threshold fidelity was obtained for a duration close to the optimal π units of
time, while Ω(t) in Figure 11a approximates the optimal π-pulse. A hybrid state space
implementation of the form (6) was also used, with discrete Rabi frequency and continuous
density matrix elements, see DQN-architecture 2 in Figure 3b, but with half the amount
of training and parameters given in Table 5. The corresponding results are displayed in
Figure 12. One can observe from Figure 12a,b that the results are similar to those of the
discrete state space case, but there was less variance during training, as can be inferred
from the comparison of Figures 11c and 12c. Regarding the deep RL methods, subfigure (c)
in all deep RL figures shows how the average reward (over 10 episodes) evolves during
the training process. The average reward here was taken as the average of the cumulative
reward of all time steps of an episode in a 10-episode sample. This way, it is easy to see how
the current policy behaves and how its results approach the optimal policy as the training
process continues. In most of the cases, one can observe that the reward is maximized
based on our reward system, and this is a point at which the optimal policy succeeds.

Table 4. DQN parameters—Discrete state space.

Parameters F = 0.9999

Max time steps (N) 35

Ωmax 1

End time (T) 5
Ωmax

Time step T
N

discount factor γ 0.99

ϵ 0.1

Detuning ∆ 0

Rabi frequency Ω {−1,− 3
4 ,− 1

2 ,− 1
4 , 0, 1

4 , 1
2 , 3

4 , 1}

Actions δΩ {−2,−1,− 1
2 ,− 1

4 , 0, 1
4 , 1

2 , 1, 2}

Target fidelity 0.9999

Training Iterations 4000

Hidden layers (2) (100, 75)

Learning rate 0.001

Optimizer Adam

Training time ≈45 mins
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Figure 11. Results for DQN algorithm with 9 actions and discrete state space after 4000 training itera-
tions: (a) optimal normalized Rabi frequency Ω(t) as control of the system, (b) fidelity (population of
excited state |2⟩) as a metric of the population transfer, (c) expected return (cumulative rewards) from
the training episodes averaged from 10 episode samples, (d) populations of states |1⟩ and |2⟩. Agent
attains the optimal pulse shape for this problem (π-pulse).

Table 5. DQN parameters—hybrid state space.

Parameters F = 0.9999

Max time steps (N) 35

Ωmax 1

End time (T) 5
Ωmax

Time step T
N

discount factor γ 0.99

ϵ 0.1

Detuning ∆ 0

Rabi frequency Ω {−1,− 3
4 ,− 1

2 ,− 1
4 , 0, 1

4 , 1
2 , 3

4 , 1}

Actions δΩ {−2,−1,− 1
2 ,− 1

4 , 0, 1
4 , 1

2 , 1, 2}

Target fidelity 0.9999

Training Iterations 2000

Hidden layers (2) (100, 75)

Learning rate 0.001

Optimizer Adam

Training time ≈45 mins
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Figure 12. Results for DQN algorithm with 9 actions and hybrid state space of the form (6) with
discrete Rabi frequency and continuous density matrix elements after 2000 training iterations: (a) opti-
mal normalized Rabi frequency Ω(t), (b) fidelity (population of excited state |2⟩), (c) expected return
(cumulative rewards) from the training episodes averaged from 10 episode samples, (d) populations
of states |1⟩ and |2⟩. In the hybrid setup, agent succeeds in obtaining optimal solution with faster
convergence than in the discrete case.

5.2. Policy Gradient Methods

Policy gradient methods use a different approach than the value-based methods. They
parameterize the policy and are trained with simulations to adjust the policy parame-
ters and converge to a local or the global minimum, which produces the optimal policy.
In the present work, the models that were used to parameterize the policy were deep
neural networks.

REINFORCE with the baseline algorithm uses a critic neural network, representing
the parameterized policy, which follows the performance gradient and is step-by-step
improved approaching optimal or near-optimal policies. The baseline introduced is a value
neural network that estimates the value of the input state. The algorithm was applied
for a discrete action space with nine actions and discrete state space configuration (5); see
NN architecture 1 in Figure 4a and parameters in Table 6. For a continuous action and
state space configuration (6) on resonance (∆ = 0), see NN architecture 2 in Figure 4b
and parameters in Table 7. For a continuous action and state space configuration (7) with
additional detuning control, the NN architecture in Figure 4b was modified by adding
∆t at the input, while the corresponding parameters are given in Table 8. The results are
displayed in Figures 13, 14 and 15, respectively. In all the investigated setups, the target
fidelity threshold Fth = 0.9999 was obtained. In the absence of detuning control, the
optimal π-pulse is recovered, see Figures 13a and 14a, while in the presence of detuning
control, the π pulse is approximately obtained, see Figure 15a, with constant Ω(t) and
∆(t) ≈ 0. Among the resonant control configurations, the one with continuous action and
state spaces exhibits less variance during training, as shown by comparing Figures 13c
and 14c. The addition of detuning control increases the variance during training, see
Figure 15c. Note that the extra control variable does not accelerate the population inversion,
at least at a noticeable level. The real advantage of using detuning control comes in more
complicated situations where there is uncertainty in the qubit frequency ω0 or the goal is
to manipulate a collection of qubits with different frequencies, problems that are essential
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for quantum sensing applications. We plan to investigate the power of RL to tackle such
complex problems in future work.

Table 6. REINFORCE with baseline parameters—discrete action and state space.

Parameters F = 0.9999

Max time steps (N) 35

Ωmax 1

End time (T) 5
Ωmax

Time step T
N

discount factor γ 0.95

Detuning ∆ 0

Rabi frequency Ω {−1,− 3
4 ,− 1

2 ,− 1
4 , 0, 1

4 , 1
2 , 3

4 , 1}

Actions δΩ {−2,−1,− 1
2 ,− 1

4 , 0, 1
4 , 1

2 , 1, 2}

Target fidelity 0.9999

Training Iterations 2000

Actor Hidden layers (2) (100, 75)

Value Hidden layers (2) (100, 75)

Learning rate 0.001

Optimizer Adam

Training time ≈20 mins

Figure 13. Results for REINFORCE algorithm with 9 actions and discrete state space after 2000 training
iterations: (a) optimal normalized Rabi frequency Ω(t) as the external control, (b) fidelity (population
of excited state |2⟩) as the metric of the population transfer, (c) expected return (cumulative rewards)
from the training episodes averaged from 10 episode samples, (d) populations of states |1⟩ and |2⟩.
Agent succeeds in giving the optimal solution (π-pulse).
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Table 7. REINFORCE with baseline parameters—continuous action and state spaces—Resonant case
(∆ = 0).

Parameters F = 0.9999

Max time steps (N) 35

Ωmax 1

End time (T) 5
Ωmax

Time step T
N

discount factor γ 0.95

Detuning ∆ 0

Rabi frequency Ω ∈ [−Ωmax, Ωmax]

Actions δΩ ∈ R

Target fidelity 0.9999

Training Iterations 2000

Actor Hidden layers (2) (100, 75)

Value Hidden layers (2) (100, 75)

Learning rate 0.001

Optimizer Adam

Training time ≈30 mins

Figure 14. Results for REINFORCE algorithm with continuous action and state spaces for the
resonant case (∆ = 0) after 2000 training iterations: (a) optimal normalized Rabi frequency Ω(t) as the
external control, (b) fidelity (population of excited state |2⟩) as the metric of the population transfer,
(c) expected return (cumulative rewards) from the training episodes averaged from 10 episode
samples, (d) populations of states |1⟩ and |2⟩. Optimal π-pulse shape is successfully obtained by the
training process.
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Table 8. REINFORCE with baseline parameters—continuous action and state spaces—Additional
detuning control.

Parameters F = 0.9999

Max time steps (N) 30

Ωmax 1

∆max 0.5

End time (T) 3.5
Ωmax

Time step T
N

discount factor γ 0.99

Detuning ∆ ∈ [−∆max, ∆max]

Rabi frequency Ω ∈ [−Ωmax, Ωmax]

Actions δΩ ∈ R
Target fidelity 0.9999

Training Iterations 3000

Actor Hidden layers (2) (100, 75)

Value Hidden layers (2) (75, 50)

Learning rate 0.001

Optimizer Adam

Training time ≈30 mins

Figure 15. Results for REINFORCE algorithm with continuous action and state spaces with additional
detuning control (∆ ̸= 0) after 3000 training iterations: (a) optimal normalized Rabi frequency Ω(t)
(blue) and detuning ∆(t) (orange) as two external controls of the system, (b) fidelity (population
of excited state |2⟩), (c) expected return (cumulative rewards) from the training episodes averaged
from 10 episode samples, (d) populations of states |1⟩ and |2⟩. Agent successfully produces optimal
solution that approximates the resonant π pulse.
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5.3. Actor-Critic Methods

Actor-critic methods try to exploit the advantages of both the value-based and policy
gradient methods. The best results are given by the PPO algorithm, which is mostly used
with continuous action and state spaces. The algorithm finds successful (near-) optimal
policies for both the resonant configuration (Table 9, Figure 16) and the case with additional
detuning control (Table 10, Figure 17), obtaining fidelities higher than 0.9999. Note that
in the former case, the π pulse is recovered, while in the latter case, there is a bang-
bang modulation of the detuning between its minimum and maximum allowed values
(orange line in Figure 17a), which does not noticeably speed up the population inversion.
The addition of detuning control increases the variance during training, as observed by
comparing Figures 16c and 17c.

5.4. Trigonometric Series Optimization Algorithm (TSOA)

The TSOA algorithm can produce a policy that gives the coefficients of the trigono-
metric series in Equations (29) and (30), so the resultant smooth controls attain the target
threshold fidelity of Fth = 0.9999. The parameters of the algorithm are given in Table 11.
With a few harmonics and quite small neural networks, the optimization process is able
to produce smooth pulses that are (near-)optimal and solve the problem by achieving the
desired fidelity, as displayed in Figure 18. The optimal coefficients for the harmonics in
Equations (29) and (30) obtained from the optimization are shown in Table 12. Note that
the duration of pulses in the TSOA algorithm is fixed a priori, which means that the system
is not able to optimize the procedure with respect to timing, but, given a time interval, it is
able to obtain optimal smooth pulses attaining the target fidelity, within the algorithm and
time discretization limitations.

Table 9. PPO parameters—continuous action and state space—resonant case (∆ = 0).

Parameters F = 0.9999

Max time steps (N) 35

Ωmax 1

End time (T) 5
Ωmax

Time step T
N

Detuning ∆ 0

Rabi frequency Ω ∈ [−Ωmax, Ωmax]

Actions δΩ ∈ R
Target fidelity 0.9999

Training Iterations 1500

Actor Hidden layers (2) (100, 75)

Value Hidden layers (2) (100, 50)

Learning rate 0.001

Optimizer Adam

Training time ≈45–60 mins
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Figure 16. Results for PPO algorithm with continuous action and state space for the resonant
case (∆ = 0) after 1500 training iterations: (a) optimal normalized Rabi frequency Ω(t) as the
external control, (b) fidelity (population of excited state |2⟩) as the metric of the state transfer,
(c) expected return (cumulative rewards) from the training episodes averaged from 10 episode
samples, (d) populations of states |1⟩ and |2⟩. Agent successfully solves the problem in the optimal
way (π-pulse).

Table 10. PPO parameters—continuous action and state space—additional detuning control.

Parameters F = 0.9999

Max time steps (N) 30

Ωmax 1

∆max 0.5

End time (T) 3.5
Ωmax

Time step T
N

Detuning ∆ ∈ [−∆max, ∆max]

Rabi frequency Ω ∈ [−Ωmax, Ωmax]

Actions δΩ ∈ R
Target fidelity 0.9999

Training Iterations 2000

Actor Hidden layers (2) (100, 75)

Value Hidden layers (2) (100, 50)

Learning rate 0.001

Optimizer Adam

Training time ≈45–60 mins
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Figure 17. Results for PPO algorithm with continuous action and state space with additional detuning
control (∆ ̸= 0) after 2000 training iterations: (a) optimal normalized Rabi frequency Ω(t) and
detuning ∆(t) as the two external control functions, (b) fidelity (population of excited state |2⟩) as
the metric of the state transfer, (c) expected return (cumulative rewards) from the training episodes
averaged from 10 episode samples, (d) populations of states |1⟩ and |2⟩. Agent utilizes both controls
to produce an optimal solution.

Figure 18. Results for TSOA—PPO algorithm achieving fidelity of 0.99999: (a) optimal Rabi frequency
Ω(t) and detuning ∆(t), (b) fidelity (population of excited state |2⟩), (c) populations of states |1⟩
and |2⟩. Agent uses a finite trigonometric series function consisting of 3 harmonics to produce a
very-high-fidelity solution.
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Table 11. Parameters for TSOA—PPO algorithm.

Parameters F = 0.9999

Simulation Time steps 300

Ω0 1

End time (Ω−1
0 ) 3.15

MDP Time step 1

Actions ∈ R2k

Target fidelity 0.9999

Actor Hidden layers (2) (100, 100, 50)

Value Hidden layers (2) (75, 75, 50)

Learning rate 0.002

Optimizer Adam

Training time ≈4 mins

Table 12. Optimal trigonometric series parameters for fidelity > 0.9999.

i Ω : ai ∆ : bi

0 0.87517912 0.07352462

1 0.20610334 −0.13624175

2 0.16243254 −0.09679438

3 0.02755164 0.02831635

4 −0.03201709 0.22532735

5 −0.18376116 −0.10505782

6 0.11923808 0.13957184

6. Conclusions and Future Work

RL methods can provide optimal or suboptimal pulses that can be used to control
qubit systems. There are different ways to construct the MDP process, with both finite and
infinite dimensional action and state spaces. Each formulation provides a different type of
freedom and enables the use of even more RL methods from the finite to the infinite cases.
The first and most important step is to clearly define the problem of quantum state transfer
mathematically as an MDP. This is the key that unlocks the use of RL methods to solve
the problem.

Tabular methods can be used with limited applicability, since they require a lot of
training episodes to find optimal pulses that achieve high fidelity. They are not able
to achieve the target fidelity (0.9999), as required by quantum computing applications.
So, deep RL methods were utilized to solve this problem. They are able to produce
optimal or suboptimal pulses more easily than the tabular methods. Their expressivity and
generalization properties offer freedom in the state and action spaces definition, allowing
even infinite continuous spaces. Infinite state spaces are more intuitive and closer to the
state space of the quantum system, while infinite action spaces give more freedom in the
choice of controls. Deep RL methods are able to produce policies and pulses within the
current requirements and to achieve fidelities up to 0.9999 or higher. As expected, fidelities
up or larger than 0.9999 are more difficult to achieve since more time steps are required,
leading to larger state spaces. This increase requires more training and larger models to be
able to approximate the optimal policies. In most cases, RL methods successfully generate
pulses that achieve the desired fidelity.
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Temporal difference methods can handle continuous state spaces but not continuous
action spaces. If continuity in action space is an important requirement, one should employ
policy gradient or actor-critic methods since they can easily work with continuous state and
action spaces. This could be important in problems where control functions with limited
discrete values are not able to solve the problem with high accuracy. More possible values
in action spaces automatically implies bigger search spaces. Consequently, the training
process would require more iterations to converge to the optimal policy.

The problem was also formulated as another MDP, using truncated trigonometric
series to express the controls. This different setup was solved by approximating the
optimization process via the deep RL methods to obtain the optimal coefficients in the
series. We called the created algorithm the trigonometric series optimization algorithm
(TSOA), which is a step forward from the current state in the literature. The algorithm
is able to produce smooth controls achieving fidelity higher than 0.9999, which might be
easier to implement experimentally.

Other methodologies may be also exploited for the efficient control of a qubit and
quantum systems in general. For example, Ref. [36] proposed a novel architecture of
heterogeneous graph neural networks to analyze complex networks, while in Ref. [37],
output feedback was combined with machine learning approaches for the optimal control
of continuous-time systems. These works addressed complex system identification and
control in ways that might inspire robust approaches in the quantum context.

RL methods offer more flexibility than other methods, like optimal control. They can
be easily adapted, and it seems straightforward to extend them to quantum systems with
three or more energy levels, which are encountered in modern quantum technologies. The
main implication of the results is that reinforcement learning methods appear to have the
potential to tackle important problems in quantum control. Because of their flexibility, these
methods can be easily adjusted for the efficient control of more complex systems, such as
systems with more energy levels than a qubit (for example real molecules) as well as the
simultaneous control of a collection of qubits with different frequencies. This flexibility
allows one to add more controls into the model and, by adjusting the parameters of the
model, the same techniques can easily scale and tackle more complex problems. Their
formulation is not necessarily physics-informed, which means that they can discover on
their own feasible solutions for the dynamics of the system, within reasonable restrictions
following the physical laws. Another major challenge is to utilize machine learning models
to tackle the noise in quantum systems and obtain robust solutions. We plan to address
these interesting problems in future works. Note that as systems become more complex,
the hyperparameters of the RL methods should be adapted, and the deep neural networks
need to be bigger, so they can approximate more complex models. Any problem that can
be formulated as an MDP can be solved with the use of RL algorithms. More systematic
analysis is needed when RL methods are applied to other problems, such as quantum error
correction [38], quantum gates creation [39], and quantum circuit optimization.
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