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Abstract: Photovoltaic (PV) power generation is the most widely adopted renewable energy source.
However, its inherent unpredictability poses considerable challenges to the management of power
grids. To address the arduous and time-consuming training process of PV prediction models,
which has been a major focus of prior research, an improved approach for PV prediction based on
neighboring days is proposed in this study. This approach is specifically designed to handle the
preprocessing of training datasets by leveraging the results of a similarity analysis of PV power
generation. Experimental results demonstrate that this method can significantly reduce the training
time of models without sacrificing prediction accuracy, and can be effectively applied in both ensemble
and deep learning approaches.

Keywords: photovoltaic power generation forecast; similarity analysis; adjacent days

1. Introduction

Following the outbreak of the COVID-19 pandemic, social development in all countries
has been greatly hampered. The energy crisis has become very urgent, while the slowdown
in economic development caused by the pandemic has not yet been resolved. Due to the
non-renewable nature of fossil energy, the disadvantages of power generation methods
that rely on the consumption of fossil energy have become very acute. In the UK and
EU, the price of electricity has risen rapidly due to the lack of fossil energy reserves,
and Northeast China has issued a notice of power restriction. As fossil energy represents
a pollution issue for the environment [1], countries around the world have formulated
policies on carbon emission control. China has put forward a goal of reaching peak
carbon emissions by 2030 and carbon neutrality by 2060, which is referred to as the double
carbon target.

To replace fossil energy, it is necessary to vigorously develop renewable energy sources.
Solar energy, as the renewable energy form with the widest range of application and
the lowest threshold, is developing very rapidly. However, both power aggregators and
countries have to maintain a balance between supply and demand with respect to electricity,
and the biggest drawback of photovoltaic power generation is its uncertainty, which makes
it difficult to achieve accurate control of power levels [2]. As a result, the accurate prediction
of photovoltaic power generation is of great importance.

The rapid advancement of deep learning has garnered widespread attention among
scholars due to its exceptional learning and adaptability capabilities [3,4]. As a result,
several deep learning-based techniques have been developed for photovoltaic power
generation prediction. Artificial Neural Networks (ANN) are one commonly used ap-
proach [5–10]; they often employ statistical analysis or sensitivity analysis to select input
variables or are used to combine deep learning with other methods [11,12] such as pattern
extraction, bootstrapping, etc. These studies have significantly improved the accuracy of
photovoltaic power generation prediction by targeting input variables, model optimization,
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and model combination. Long Short-Term Memory (LSTM) networks, which are well-
suited for handling problems with multiple variables, have emerged as a popular choice
for time series prediction problems. Most researchers employ LSTM as a foundation and
then integrate multiple models to enhance the prediction process [13–17].

Most of the research on PV generation forecasting uses machine learning models
such as Random Forests (RF), Support Vector Machines (SVM), and Deep Learning via
Long Short-Term Memory (LSTM), as well as other learning methods using a combination
of prediction models. Improvements to the accuracy of forecasting are based on the
analysis of data patterns in PV power generation or on targeted improvements to the
model, such as seasonality. Alternatively, a combination of different models can be used.
The state of the weather has an extremely important impact on the efficiency of solar power
production, mainly solar irradiance and temperature [18], and as such can be divided into
two main categories based on weather conditions: direct prediction methods for PV power
generation [19–28], and indirect prediction methods that predict the solar irradiance in
order to derive PV power generation. Datasets for solar energy forecasting mainly consist
of time series, as weather conditions are strongly correlated with time [19].

Based on the existing research, an experimental analysis of the similarity and repeata-
bility of PV generation is conducted in this paper to quantify its characteristics. Then, a
new method of extracting the dataset of adjacent days is proposed based on this analysis.
Furthermore, the time range of adjacent days is specified in order to optimize the training
dataset, thereby reducing the model training time. The contributions of this paper are
as follows:

• The regularity of PV power generation is explored through data processing and
experimental analysis, finding extremely high similarity in historical power generation
data and determining the key influence of solar irradiance.

• Through experimental analysis of the number of neighboring days, the optimal num-
ber of neighboring days for PV power generation prediction is found. It is possible to
achieve improved prediction accuracy compared to using the full dataset for training.
In addition, the proposed approach is able to find the smallest possible dataset size for
training.

• Based on the existing research, along with integrating the above experimental analysis
results, it is demonstrated experimentally that the proposed method for improved PV
power generation prediction has a significantly improved effect on training speed for
deep learning, integration learning, etc., while keeping the prediction accuracy of PV
power generation almost unchanged.

The rest of this paper is organized as follows: Section 2 specifies the existing method-
ological studies and the methodological framework of this paper. Similarity analysis
experiments on PV generation are conducted in Section 3 to derive the method of ex-
tracting the dataset of adjacent day and experiments are conducted to find the threshold
for determining adjacent days. Section 4 applies the proposed method of this paper with
models such as random forest to validate its effectiveness and generalizability through
experimental evaluation. Finally, Section 5 draws conclusions and provides the method’s
future outlook.

2. Related Works

According to the above introduction, the direct prediction method mostly classifies the
weather. The weather factors are extracted by dimensional analysis. Then, the dimensions
with high impact are obtained as model inputs [20]. Gao M classified the weather for PV
data into ideal weather (sunny days) and non-ideal weather (rainy or snowy days), then
applied different prediction methods for both types of weather [21]. Binghui Li performed
weather-informed estimation of ramping needs in electricity markets and captured influ-
ences by principal component analysis of weather to quantify weather conditions [22].
To consider the correlation between different explanatory weather variables, Mucun Sun
used the Copula to model the multivariate joint distribution between predicted and ob-
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served weather variables [23]. For cases with incomplete data or lack of data, Laura S and
Qiaoqiao Li provided methods based on sunny day index calculation and recursive LSTM
prediction for interpolation, with significant effectiveness in practical scenarios [24,25].

To address the problem of the large datasets required for PV prediction, Haoran
Wen used federal learning to aggregate historical PV data from various locations using
four training strategies with much higher prediction performance [26]. Huaizhi Wang
adapted a neural network to provide a clear interpretation of the relationship between
prediction model inputs and outputs for PV prediction [27]. Xiaoqiao Huang assembled
several models for solar irradiance prediction using a combination of WPD, CNN, LSTM,
and MLP, which outperformed the traditional baseline model [28]. Vahid Nourani obtained
the dependence of time series on seasonality by establishing two seasonal LSTMs (SLSTM
and WLSTM) [29]. Abdel Nasser used Choquet to simulate the correlation of inputs, then
aggregated them and transported them to LSTM [30].

Addressing seasons and weather is critical to the diversity and flexibility of a VPP
energy portfolio. Mainly, historical data are classified or solar irradiance is analyzed
to narrow down the influence of weather on data performance [31–38]. Alternatively,
the spatio-temporal characteristics of data can be analyzed and extracted [39–41]. Iraklis C
amplified seasonal data to enhance possible instability of renewable energy production,
then predicted the day-ahead flexibility provided by VPP in distributed energy systems [42].
Bandara K used MSTL and a multi-period time series decomposition algorithm to remove
the effect of seasonality [43], and proposed a three-layer forecasting framework called
LSTM-MSNet. Ghimire S used convolutional networks to extract data features for the
predictor variables and LSTM for training and prediction, achieving high accuracy in short-
term prediction and concluding that the prediction of solar radiation can be integrated into
the grid to provide strategic support for supply of solar power [44]. Xiangfei Kong proposes
a TCN attention-based time convolutional network model, which combines the advantages
of TCN’s time series prediction to optimize the gradient problem during calculation and
effectively improve prediction accuracy [45]. Moreover, several preprocessing techniques
have been developed for weather classification [46–49], and their impact on prediction
accuracy has been demonstrated through empirical studies.

Study of the similarity of historical data and the state of weather has been an important
direction for PV forecasting. In 2016, a similarity approach for PV prediction was proposed
by Alexandre Boilley et al. [50]. Their method seeks the most similar period in a historical
irradiance database using the data characteristics of the sample, i.e., it calculates the
Euclidean distance between two time periods. Then, it converts the resulting equation
into a convolutional form, which is effective in improving the prediction accuracy. Gao
M et al. classified the weather and processed it separately, then trained four separate
models for each season [21]. Hakan Acikgoz used a fully integrated empirical modal
decomposition method with adaptive noise to analyze time series data, completing the
processing of the original data with data reconstruction, deep feature extraction, and
feature selection before submitting the final data for prediction [51]. Amir Rafati introduced
a univariate data-driven approach for ultra-short-term forecasting of high-dimensional
photovoltaic power generation. This approach uses persistence models and machine
learning algorithms such as SVR and RF to improve forecasting [52]. Da Liu, on the other
hand, used principal component analysis and K-means to cluster PV data [53] and used
a differential evolutionary gray wolf optimizer to optimize RF for modeling. After such
steps, the historical time points with the most similar characteristics to the predicted time
points can be obtained. In addition, there are have been many studies using PSO (Particle
Swarm Optimization) and other methods to deal with prediction [54–58].

3. Materials and Methods
3.1. Dataset Introduction

The dataset used in this paper consists of PV power generation data from Germany
during the 2015–2019 period. In this dataset, the dimension contains the actual power
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generation in Germany along with related weather information such as real-time tem-
perature, direct solar irradiance, and indirect solar irradiance. For the similarity analysis
experiment, the inputs were time, electrical capacity, and solar irradiance, and the analysis
was performed using years of historical power generation data. Based on the results of the
analysis, a modified proximity day method was used for forecasting, with the generation
data of those days adjacent to the forecast day used as input. The time interval was one day.

3.2. Photovoltaic Power Generation Analysis

These processing methods do not provide quantitative characterization of the data
features of PV generation. DTW (Dynamic Time Warping) can quantify the similarity of
multiple time series data in a comparative manner. The gap between multiple series can
be derived through multiple comparisons, which is calculated as shown in the following
Equations (1) and (2). In this paper, DTW is used to conduct similarity analysis of PV
power generation data for historical years to explore the regularity and repeatability of PV
power generation.

DTW(X, Y) = min
φ

dφ(X, Y) (1)

The core of the DTW algorithm is to calculate the distance between points in two sequences,
generally the Euclidean distance, in order to obtain the distance matrix d(x, y) = f (xi, yj) ≥ 0,
where xi and yj are represented as a point in two sequences. Then, the cumulative distance
matrix is calculated through the distance matrix, and the loss matrix shows the corre-
sponding relationships between points. The solution of the twisted path is represented
as Φ(k) = (Φx(k), while Φy(k)) represents a point in two sequences. In addition, Φ(k) is
the correspondence between the points in two sequences, meaning that the cumulative
distance between the two sequences can be calculated using the formula. Finally, the curve
with the smallest cumulative distance is calculated by dynamic programming (DP) and
other methods, and is the twist curve solved by DTW:

γ(i, j) = d
(
xi, yj

)
+ min


γ(i− 1, j− 1) + 2d(i, j),

γ(i, j− 1) + d(i, j),
γ(i− 1, j) + d(i, j)

(2)

where d(i, j) is represented by xi and yj, the distance between two points γ(i, j) is denoted
by xi, and yj is the cumulative distance between two points.

In this paper, we performed DTW calculations on three years of historical German PV
power generation data to obtain their mutual similarity, then calculated the Minkowski
distance of the data for comparison. After calculating the similarity for DTW, we calculated
the Minkowski distance of the data for comparison. The Minkowski distance measures the
similarity of two sets of data from a numerical point of view. The Minkowski distance was
used to perform similarity analysis of PV generation data for the historical years studied
in this paper and to quantify the degree of similarity for each year after constructing the
adjacent day dataset. The calculation is shown in Equation (3) below.(

n

∑
i=1
|xi − yi|

) 1
p

(3)

By taking different values for p, different distance calculation methods can be used.
The most commonly used distances for this distance are 1 and 2, representing the Manhattan
distance and Euclidean distance, respectively. When the value of p approaches infinity, it
can be expressed as the Chebyshev distance.

Based on the above operations, a similarity analysis of the historical data was obtained,
on which we base the proposed data processing method using adjacent days. The model
training process is improved by similarity analysis of the data. Finally, the performance is
compared with the existing baseline model. The analytical processing framework of this
paper is shown in Figure 1.
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Figure 1. Similarity analysis processing framework.

The prediction model steps are as follows:
Step 1: The PV power generation data are separated by year to obtain PV power

generation data for each year. Then, the generation data for each year are standardized (in
this article, through normalization using MinMaxScaler) to obtain the standardized data.

Step 2: A prediction target day random_day is randomly selected from the dataset.
An expanded neighboring-day dataset is constructed based on the time dimension of the
prediction target day. Next, the neighboring day dataset is improved using historical data
on PV power generation according to the method used to extract the expanded neighboring
day dataset.

Step 3: The expanded adjacent day dataset is input to the algorithmic model for
training and the training time is recorded as train_time; in the present study, six different
models were used.

Step 4: PV power generation data are predicted based on the training results for the
target prediction day in order to obtain the prediction result.

Step 5: The prediction accuracy of the model is evaluated using evaluation metrics
such as nRMSE to verify the effectiveness of the method in this paper.

In this paper, the historical data are scattered, as shown in Figures 2 and 3, the annual
solar power production power has a certain degree of similarity. The production of photo-
voltaic power and the trend of change is similar, and shows a slow incremental trend year
by year.
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Figure 2. Historical data distribution of photovoltaic power generation.

Figure 3. Solar irradiance versus electricity production.

However, this similarity needs to be further quantified to prove that PV generation
is similar between years; thus, DTW is used for quantification. As the annual power
generation increases year by year, the DTW calculation value increases year by year as well.
The improvement of power generation technology has an impact; in this paper, we perform
the DTW calculation for the weather factor. In order to speed up the calculation and make
the calculated values more intuitive, we normalized the PV power generation data before
performing the DTW calculation and used the Minkowski distance with different p-values
as the distance calculation method; the calculation results are shown in the following
Tables 1 and 2.

Table 1. Calculated DTW values between years (p = 1).

Year 2015 2016 2017 2018 2019

2015 0 473.20 557.19 385.58 333.25
2016 473.20 0 476.05 509.89 555.28
2017 557.19 476.05 0 547.58 388.08
2018 385.58 509.89 547.58 0 408.67
2019 333.25 555.28 388.08 408.67 0
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Table 2. Calculated DTW values between years (p = 2).

Year 2015 2016 2017 2018 2019

2015 0 432.80 584.34 764.70 711.23
2016 432.80 0 754.47 505.65 540.98
2017 584.34 754.47 0 671.42 505.69
2018 764.70 505.65 671.42 0 568.68
2019 711.23 540.98 505.69 568.68 0

The results show that distance calculations using both the Manhattan distance and
Euclidean distance reflect the similarity of PV generation between years, i.e., there is little
difference in DTW distance between years. This means that in the absence of strong weather
conditions or unexpected events, PV production and trends are very similar from year to
year. The variation of PV power production in a certain time frame within the same month
and on neighboring dates in different years shows very little fluctuation.

In this paper, the time series of irradiance and electricity production are plotted and
analyzed, and it is found that the trend and regularity of photovoltaic power generation are
closely related to the solar irradiance. Similarly, experiments by Moreno G have shown that
solar irradiance plays a pivotal role in PV power generation. According to the thermogram
of time series uncertain variables (Figure 4), it can be observed that the seasonality of PV
power generation and weather effects are caused by changes in solar irradiance, and as
such have an impact on the production of PV power generation, which reflects its extreme
similarity even more.

Figure 4. Correlation of time series with uncertain variables in the time series

Based on the above analysis, in this paper we further investigate the time range of
neighboring days to the improve PV power forecasting model using neighboring days.
The next section explores the effect of neighboring days on PV power forecasting for further
time specification of neighboring days.

3.3. Adjacent Day

To determine the optimal neighboring day time range r, multiple neighboring time
ranges are selected in this paper, as shown in the following r values for each of the neigh-
boring day-based predictions. The experiments were performed on a PC equipped with
Windows 10 and using Pycharm 2020.1.5 (Python 3.8). Ten experiments with different
prediction target days were performed for each r fetch, and the LSTM parameters were
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fixed for each experiment. The performance was evaluated using the R2 and nRMSE
calculated from the prediction results by averaging the experimental results at each r fetch.

r = {2, 3, 5, 7, 9, 11, 14}

The flow of this experiment is shown in Figure 5. To maximize the acquisition of
historical data, in this paper we chose a randomly selected date from the data for 2019 as
the target prediction day. Based on the target prediction day, the data for adjacent days
were obtained from the historical years to form the adjacent day dataset used as the input
dataset for training. By setting different adjacent days, seven different adjacent day datasets
were obtained, then these adjacent day datasets were used to train the prediction model,
obtain the prediction results, and finally calculate the evaluation index of R2, nRMSE, and
MAE. The experimental results obtained through this experimental process are shown in
Table 3.

Figure 5. Flow chart of adjacent day experiments.

The experimental results show that the training set is too small if only the same-year
neighboring days are used as the training set, which influences model training. In order to
eliminate this effect, the dataset of adjacent days was expanded to include similar days,
and the above experiments were conducted again using this expanded dataset as the
training set. The results are shown in Table 4.

Table 3. Similar day prediction experimental parameters and results.

r 2 3 5 7 9 11 14

Input form (48, 4) (72, 4) (120, 4) (168, 4) (216, 4) (264, 4) (336, 4)
Output form (24, 0) (24, 0) (24, 0) (24, 0) (24, 0) (24, 0) (24, 0)

Batch size 20 20 20 20 20 20 20
epochs 10 10 10 10 10 10 10

Dropout 0.2 0.2 0.2 0.2 0.2 0.2 0.2
Dense 1 1 1 1 1 1 1

R2 0.972 0.974 0.992 0.993 0.993 0.995 0.995
MAE 0.316 0.269 0.239 0.204 0.220 0.179 0.196

nRMSE (%) 16.972 16.512 11.437 10.472 10.987 8.943 9.348
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Table 4. Expanded Similar Day Prediction Experiment Parameters and Results

r 2 3 5 7 9 11 14

Input form (518, 4) (734, 4) (1166, 4) (1598, 4) (2030, 4) (2462, 4) (3110, 4)
Output form (24, 0) (24, 0) (24, 0) (24, 0) (24, 0) (24, 0) (24, 0)

Batch size 20 20 20 20 20 20 20
epochs 10 10 10 10 10 10 10

Dropout 0.2 0.2 0.2 0.2 0.2 0.2 0.2
Dense 1 1 1 1 1 1 1

R2 0.986 0.991 0.992 0.992 0.988 0.984 0.989
MAE 0.338 0.275 0.270 0.249 0.285 0.291 0.272

nRMSE (%) 14.418 12.384 11.537 11.035 12.379 12.877 11.871

The adjacent day experiment reveals that the prediction accuracy can be significantly
increased by appropriately increasing the number of adjacent days r. However, when the
number of adjacent days is increased to seven days, the nRMSE and R2 values tend to level
off, as shown in Figure 6; thus, the following judgments can be made:

1. An increase in the number of adjacent days results in a significant improvement in
the accuracy of PV generation forecasting.

2. When the number of adjacent days is increased to seven days, the improvement in
the accuracy of PV generation forecasting is very limited, with R2 and nRMSE values
fluctuating around 0.992 and 11, respectively.

(a) R2 trend (b) nRMSE trend

Figure 6. Expansion of similar day prediction experiments: R2 and nRMSE trends.

Through experimental validation analysis, the adjacent day and expanded adjacent
day methods of improving the data (Method 1 and Method 2, respectively) are proposed in
this paper:

Method 1: The set of adjacent dates for a target prediction day dpred within a time
range r at the same time point in the same year are extracted and the set is denoted as Da.
This set is used as the adjacent date dataset for dpred. The calculation method is as follows:

Da =
{

dbe f ore

}
, (4)

const : be f ore− r < be f ore < pred

where dpred denotes the proximate day of the forecast day, ‘pred’ denotes the time point of
the forecast day, ‘before’ denotes those r time points less than the time point of the forecast
day, and all the neighboring r adjacent days of the same year constitute the set of adjacent
days Da, as shown in Figure 7.
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Figure 7. Scope of the dataset of adjacent days.

To overcome the limitation of a small dataset, which can impact the training effect
and prediction accuracy, we propose an improved method for extracting the adjacent day
dataset based on the method of extracting the dataset of adjacent days and the similarity of
historical data features, as shown in Method 2.

Method 2: Taking the year of the target prediction date d(pred,y) as the year, in each
historical year before its year we take the set of historical-year adjacent days Dh consisting
of all time points in the time range centered on time point i of the same month and day of
the target prediction date, with r as the radius, then sum up the above as Da to form the
expanded set of adjacent days Dk, as shown in Figure 8 and calculated as follows:

Dk =
{

Dy + Da
}

, (5)

Dh =
{

dh,i
}

, (6)

const : pred > 0, r > 0

pred− r ≤ i ≤ pred + r, 0 < h < y

pred− r ≤ j < pred

Figure 8. Scope of the dataset of expanded adjacent days.

4. Experimental Evaluation

In order to evaluate the performance of this prediction model, in addition to the LSTM
model used in the analysis experiments, Random Forest (RF), Convolutional Neural Net-
work (CNN), and several other algorithms were chosen for comparison. The Keras neural
network framework was used as the basis. Keras supports convolutional and recurrent
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networks and their combination, allowing for simple and fast prototyping. Sklearn is a
machine learning library for python, which integrates classification, regression and cluster-
ing algorithms, including support vector machines, random forests and other algorithms.
Sklearn was used to preprocess the data and implement support vector machines and other
algorithms to compare their performance. Hyperparameter tuning was performed with the
GridSearchCV grid search and cross-validation tool to find the most accurate parameters
by continuous tuning and training the learner within the specified parameter range.

The experiments were run on a Windows 10 laptop with an i5 6300hq CPU and
GTX 960M gpu. To compare the performance of the expanded adjacent days method, we
evaluated it using RMSE and R2, taking the same input and output data formats (except for
the amount of data) in order to keep the variables consistent. The input data were divided
into two categories, one using the full dataset as the training set and one using only the
expanded adjacent days dataset as the training set. The LSTM, CNN, and RF models using
the improved training set with the expanded adjacency days proposed in this paper are
referred to in the following as Simi-LSTM, Simi-CNN, and Simi-RF, and their prediction
results are shown below (Figures 9–11 and Table 5).

(a) CNN (b) Simi CNN

Figure 9. (a) CNN prediction results and (b) Simi-CNN prediction results.

(a) RF (b) Simi RF

Figure 10. (a) RF prediction results and (b) Simi-RF prediction results.

(a) LSTM (b) Simi LSTM

Figure 11. (a) LSTM prediction results and (b) Simi-LSTM prediction results.
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Table 5. Evaluation index of each model

LSTM Simi LSTM RF Simi RF CNN Simi CNN

R2 0.998 0.998 0.978 0.990 0.998 0.997
MAE (KW) 0.207 0.161 0.551 0.475 0.147 0.204

nRMSE
(%) 5.07 4.25 18.4 12.05 4.04 5.96

Run
Time(s) 172.79 7.05 6.91 0.28 197.19 8.38

From Figures 9–11, it can be seen that the improved model with the expanded adjacent
days method provided in this paper predicts PV power generation with a fit no less than the
original model. In addition, R2, MAE, and nRMSE remain smaller than the original model.
Furthermore, this method effectively reduces the size of the required training dataset while
achieving high prediction accuracy.

At the same time, the expanded adjacent days method provides a training speed
advantage to the model. Therefore, the following conclusions can be drawn from our
experimental results:

1. The expanded adjacent days model is effective in reducing the size of the dataset
when performing PV generation forecasting, and the integrated learning method
effectively reduces the training time for random forest models.

2. The improved model using expanded adjacent days is able to maintains a high level
of accuracy in PV power prediction.

5. Conclusions

An improved method to reduce the size of the training dataset used in the training
phase of PV power prediction models is provided in this paper. Based on the regularity and
repeatability of photovoltaic power generation analyzed from historical data and the simi-
larity of the photovoltaic power generation volume quantified for each year, the principle
of using adjacent days to improve the training dataset is established.

Experimental results based on adjacent day analysis show that the proposed method
can significantly improve training speed without sacrificing prediction accuracy compared
to the original algorithms, demonstrating its universality. This means that researchers
studying photovoltaic power generation can spend less time on model training. For best
results the division of adjacent days should not be fixed, and models should be able to
account for unexpected changes in weather conditions. These issues were not within the
scope of the present paper. As a the next step, we intend to address the issue of changing
weather conditions by dynamically adjusting the adjacent days based on the weather
situation as a means of further improving the applicability and prediction accuracy of the
proposed method.
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