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Abstract: To address the problems of inadequate training and low precision in prediction models
with small-sample-size and incomplete data, a novel SALGAN-CatBoost-SSAGA framework is
proposed in this paper. We utilize the standard K-nearest neighbor algorithm to interpolate missing
values in incomplete data, and employ EllipticEnvelope to identify outliers. SALGAN, a generative
adversarial network with a self-attention mechanism of label awareness, is utilized to generate virtual
samples and increase the diversity of the training data for model training. To avoid local optima and
improve the accuracy and stability of the standard CatBoost prediction model, an improved Sparrow
Search Algorithm (SSA)–Genetic Algorithm (GA) combination is adopted to construct an effective
CatBoost-SSAGA model for risk warning, in which the SSAGA is used for the global parameter
optimization of CatBoost. A UCI heart disease dataset is used for heart disease risk prediction. The
experimental results show the superiority of the proposed model in terms of accuracy, precision,
recall, and F1-values, as well as the AUC.

Keywords: small-sample datasets; data augmentation; improved sparrow search algorithm; novel
risk warning; GAN

1. Introduction

In reality, many application scenarios contain very few labeled samples, and also many
datasets are incomplete with missing information. For example, in the field of medical
diagnoses, doctors may only obtain data from a few patients, which is particularly common
in the diagnoses of rare or emerging diseases. In the financial field, especially in personal
credit scoring or fraud detection, it is necessary to use limited-sample data to predict credit
risks or identify fraudulent activity. Therefore, developing methods for learning from
small and incomplete samples is an urgent need. Model fine-tuning, data augmentation,
and transfer learning are the mainstream technologies used to solve such problems [1].
Meanwhile, a significant body of research has demonstrated the potential of machine
learning models in risk prediction on small-sample datasets. However, several challenges
still need to be addressed.

Fine-tuning and transfer learning methods have problems with model overfitting when
the target dataset and the source dataset are dissimilar. Data augmentation approaches
may introduce noise or alter features. The learning ability of a single machine learning
model varies across different datasets, resulting in inconsistent prediction performance
and limited generalization capability [2]. Although deep learning models can achieve
promising prediction accuracy, they require a significant amount of data and a complex
training process, and are prone to issues such as gradient vanishing or exploding and
poor interpretability [3]. On the other hand, ensemble learning has achieved good results
in multi-class prediction tasks, and the appropriate selection of hyperparameter tuning
methods can improve the prediction accuracy of the model. However, there is still room
for system optimization.
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Thus, in this paper, we analyze small-size data and construct a risk-warning framework
called SALGAN-CatBoost-SSAGA, which consists of two main parts: SALGAN data
augmentation and an improved CatBoost prediction model (i.e., CatBoost-SSAGA). The
method of the label-aware self-attention mechanism-based generative adversarial network
(SALGAN) learns the various implicit correlations and dependencies of different types of
labeled data, contributing to the generation of highly realistic data instances. The prediction
model is constructed by CatBoost, which is integrated with an enhanced SSAGA for global
parameter optimization. We conduct experiments on a small-sample dataset of heart
disease, which demonstrates the effectiveness of the proposed model.

The main contributions of this paper are as follows:

(1) We introduce a novel SALGAN-CatBoost-SSAGA framework for small-sample
risk warning.

(2) We propose a SALGAN that generates virtual data according to label types, effectively
enhancing small-sample data.

(3) We present a hybrid algorithm, the SSAGA, which combines the SSA and GA to
optimize the parameters of the standard CatBoost model, which could improve the
prediction accuracy of the CatBoost model.

(4) We conduct small-sample prediction experiments using the UCI heart disease dataset,
which demonstrates the advantages of the proposed model in terms of its classification
accuracy, recall, precision, F1-score, and AUC, indicating its effectiveness in predicting
small-sample data.

2. Related Work
2.1. Few-Shot Learning

Few-shot learning [4] aims to construct machine learning models that can solve real-
world problems using a limited amount of training data. In few-shot learning, there are
typically two main challenges: inter-class variance and intra-class variance [5]. Currently,
few-shot learning primarily includes methods based on model fine-tuning, transfer learning,
and data augmentation.

The method of model fine-tuning [6] usually involves pretraining the network model
on a large dataset, then fixing some parameters and fine-tuning specific parameters of
the network model on a small-sample dataset to obtain a fine-tuned model. Transfer
learning [7] helps to train reliable decision functions in the target domain by transferring
knowledge from auxiliary sources. This approach addresses the learning problem when the
sample data in the target domain are either unlabeled or consist of only a limited number
of labeled samples. However, since the target sample set and the source sample set may
not be similar, the two methods may lead to overfitting problems of the machine learning
model on the target sample set.

Data augmentation [8] includes methods based on unlabeled data, feature enhance-
ment and data synthesis. Methods based on unlabeled data involve using large amounts of
unlabeled data to expand the original small-sample dataset, such as semi-supervised learn-
ing [9] and transductive learning [10]. Feature enhancement involves adding features in the
feature space of the original sample to increase the diversity of features for classification.
Schwartz et al. [11] proposed the Delta encoder, which synthesizes new samples for unseen
categories by observing a small number of samples and uses these synthetic samples to
train a classifier. Data synthesis refers to the synthesis of new labeled data for small-sample
categories to augment the training data, and a commonly used method for this is the use of
generative adversarial networks (GANs) [12]. A GAN is a deep learning model proposed
by Ian J. Goodfellow and his colleagues in 2014. It consists of two mutually competitive
networks: a generator G and a discriminator D. Y Kataoka et al. [13] reported image gener-
ation that leverages the effectiveness of attention mechanisms and the GAN approach. N
Park et al. [14] proposed table-GAN, which uses GANs to synthesize fake tables that are
statistically similar to the original tables but do not cause information leakage.
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2.2. CatBoost Algorithm

Categorical Boosting (CatBoost) [15] is an enhanced framework of Gradient Boosted
Decision Tree (GBDT), which is a commonly used classification algorithm. It is based on a
symmetric decision tree as the base learner, and effectively suppresses the gradient bias
and prediction bias existing in the gradient decision tree by introducing a rank-boosting
strategy. Moreover, CatBoost is characterized by its robust support for categorical variables
and exceptional predictive accuracy. Li et al. [16] developed a weather prediction model
combining wavelet denoising and CatBoost, which is faster and more accurate than LSTM
and Random Forest. PS Kumar et al. [17] developed a CatBoost ensemble technique based
on GBDT, specifically for the prediction of early-stage diabetes. Comparative experiments
with other machine learning methods have demonstrated that CatBoost excels in various
performance metrics. Wang et al. [18] investigated the efficacy of CatBoost in predicting
severe hand-foot-and-mouth disease, finding it to have an accuracy rate of 87.6%, higher
than other algorithms.

However, despite CatBoost’s effectiveness, its extensive hyperparameter space can
significantly impact classification results. Therefore, it is crucial to employ parameter opti-
mization algorithms to fine-tune the hyperparameters, enhancing CatBoost’s full potential
in diverse applications. Cheng et al. [19] used the grid search method with cross-validation
to optimize the super parameters of catboost, respectively, and the model showed the
highest accuracy in a suspended solids experiment. Jin et al. [20] trained CatBoost, Random
Forest, and other models through cyclic training and adjusting the given parameters, and
then used the cross-validation method to conduct a grid search for secondary adjustments.
Their experimental results show that the prediction effect of CatBoost after two rounds of
optimization was significantly higher than that of other models.

2.3. Hyperparameter Optimization Algorithm

The hyperparameters should be determined before the model runs, and they have a
relatively important impact on the performance of the model. Currently, there are many
optimization methods available, such as the grid search (GS) method [21] and the Bayesian
optimization algorithm (BOA) [22]. Some studies also employ swarm intelligence opti-
mization algorithms such as Grey Wolf Optimization (GWO) [23], the Genetic Algorithm
(GA) [24], and the Sparrow Search Algorithm (SSA) [25]. However, there are still some
deficiencies in these parameter optimization methods, such as the fact that cross-validation
and grid search methods do not consider super parameters or only consider a small number
of common super parameters; the BOA and GWO do not grasp the global trend of the
prediction performance of the model, and are prone to falling into local optimization; the
results of the GA are affected by the initial advantages and disadvantages, and cannot
eliminate the randomness of the optimization results.

Among them, the SSA is a preferable choice due to the advantages of its simple
structure and flexibility, but its optimization ability and convergence speed still need to be
improved [26]. Therefore, many studies have focused on optimizing the SSA. Ou et al. [27]
improved the SSA by using the good point set method and reducing nonlinear inertia
weights to prevent the SSA from falling into local optima. Wang et al. [28] employed a multi-
sample learning strategy to assist the SSA in achieving a better optimization capability and
convergence speed.
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3. Preliminaries
3.1. CatBoost

In the GBDT algorithm, a commonly used method for dealing with categorical features
is to replace them with the average value of the category feature label, which can be
expressed as Equation (1):

∧
x

i
k =

p−1
∑

j=1
[xj,k = xi,k]•Yi

n
∑

j=1
[xj,k = xi,k]

(1)

where, xi
k represents the ith category feature value of the kth training sample. If a feature

has fewer category values, converting it to a numerical value is equivalent to assigning the
label value of that record. This scenario commonly leads to overfitting issues.

In response to this, the CatBoost algorithm addresses a specific value within the cat-
egorical features. When converting each feature to a numerical type for each sample, the
algorithm calculates the average based on the category label preceding the sample, incorporat-
ing prior knowledge and weight coefficients. This approach aims to reduce the noise caused
by low-frequency features in the categorical features, as shown in Equation (2):

∧
x

i
k =

p−1
∑

j=1
[xε j,k = xε j,k ]Yε j + ap

p−1
∑

j=1
[xε j,k = xεp,k ] + a

(2)

where,
∧
x

i
k represents the statistical target variable, xε j,k denotes the categorical feature,

Yε j corresponds to the label value of the feature, a denotes the weight coefficient, and p
represents the prior term.

3.2. SSA

The SSA is a swarm intelligence optimization algorithm that simulates the behavior of
sparrows foraging and avoiding predators. In this algorithm, the sparrow population is
divided into two categories: discoverers and followers.

Discoverers are responsible for searching for food and providing information about
foraging areas to the entire population. The position of the discoverer is updated as follows:

Xt+1
i,j =

{
Xt

i,j · exp( i
α·itermax

), R < S
Xt

i,j + Q · L, R ≥ S
(3)

where Xt
i,j represents the position of the ith sparrow in dimension j at iteration t; α is a

random number in the range of (0, 1]; itermax is the maximum number of iterations, a
constant value; exp(x) denotes the exponential function with base e; and Q is a random
number following a normal distribution. R is the alert value, and if R is smaller than the
safety value S, it indicates that the sparrow’s environment is relatively safe, allowing for
extensive foraging exploration. Conversely, if R is larger than S, it indicates that some
individuals have detected predators and issued an alarm to move towards a safe zone,
ensuring the safety of the population.

The other individuals in the population are followers, who come to forage based on
the information provided by the discoverers. The update of their positions is expressed as
Equation (4):

Xt+1
i,j =

 Q · exp(
xw−xt

i,j
α·itermax

), i ≥ n
2

Xt+1
b +

∣∣∣Xt
i,j − Xt+1

b

∣∣∣ · AT(AAT)
−1 · L, otherwise

(4)
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where XP represents the current optimal position of the discoverer; A is a 1 × d matrix with
elements randomly assigned as 1 or −1. The variable i in i ≥ n

2 represents the quantity of
followers within the population, with n indicating the population’s size. This condition
is commonly referred to as the “hunger judgment” and is employed to assess whether an
individual necessitates foraging.

In addition, to effectively avoid predator attacks, the algorithm also introduces an
early warning mechanism that selects a certain proportion of individuals as scouts, who
are responsible for detecting and warning of potential threats. The positions of the scouts
are updated using Equation (5):

Xt+1
i,j =


Xt

b + β
∣∣∣Xt

i,j − Xt
b

∣∣∣, fi > fg

Xt
i,j + k(

∣∣∣Xt
i,j−Xt

w

∣∣∣
( fi− fw)+γ

), fi = fg

(5)

where β denotes the learning rate, which is a normally distributed random number that
controls the speed at which the model updates parameters during each iteration. The
random variable k is a value within the interval [−1, 1] used to control the direction of
sparrow movement and is a small constant employed to prevent division by zero. Finally,
fi represents the value of the objective function at the current position.

4. Model Construction
4.1. Framework

The overall framework structure of the SALGAN-CatBoost-SSAGA framework is
shown in Figure 1, and mainly consists of four parts: data cleaning, data augmentation,
risk-warning prediction, and model evaluation.
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Figure 1. Framework of SALGAN-CatBoost-SSAGA.

The workflow of the SALGAN-CatBoost-SSAGA model is shown as follows:

(1) Data cleaning

For feature incompleteness, the KNNImputer algorithm is utilized to interpolate
missing data from the original datasets, while the EllipticEnvelope algorithm is applied to
remove outliers, thus completing the datasets.

(2) Data augmentation

In order to address the challenges associated with small-sample learning, this study im-
plements a generative adversarial network that is utilized with a label-aware self-attention
mechanism (SALGAN), aiming to generate high-quality synthetic sample data through
this methodology.
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(3) Risk-warning prediction

We improve the SSA using the GA and apply the improved SSAGA to optimize the hy-
perparameters of CatBoost, including n_estimators, learning_rate, max_depth, reg_lambda,
and subsample. We then train the classifier.

(4) Model evaluation

We propose to test the performance of the evaluation indexes of the new framework, us-
ing this as the basis for the evaluation of the SALGAN-CatBoost-SSAGA risk-warning model.

SALGAN-CatBoost-SSAGA consists of two main parts: the SALGAN data augmenta-
tion method and the CatBoost-SSAGA prediction model. It is primarily used to address
prediction problems in small-sized datasets. Firstly, for data augmentation, the SALGAN
combines self-attention with a GAN, and, more importantly, introduces label awareness.
The SALGAN not only autonomously adapts to various data features and relationships but
also enhances the generator’s ability to effectively grasp and replicate data distributions
across different labels, thereby generating more realistic and contextually relevant synthetic
data samples. By using the SALGAN to generate virtual samples, the diversity of the
training data for model training is increased, thus avoiding insufficient learning in the
subsequent models. Secondly, to enhance the prediction accuracy of CatBoost, we opted
to optimize it using the SSA. However, considering that the SSA may suffer from issues
such as a poor quality of randomly generated initial populations and being prone to local
optima, we chose to use the GA to further optimize the SSA. By incorporating the GA into
the process, a hybrid optimization approach called the SSAGA was formed. The SSAGA
not only enhances the global search capability and accelerates the convergence speed, but
also increases the possibility of finding the global optimal solution.

4.2. Data Cleaning

Two key steps for data cleaning are employed in this study, aimed at enhancing the com-
pleteness and accuracy of the data, thereby ensuring high reliability in subsequent analyses.

(1) Missing value interpolation

We utilize the KNNImputer algorithm, which has demonstrated strong performance
in multiple studies, to estimate the values of missing data. The core of this algorithm
is to extract the k-closest samples in the dataset, and then use the distribution of these
samples to fill in the missing data values. If the missing values are discrete, the plurality
of the k-nearest neighbors will be voted to fill them; otherwise, the average of the nearest
neighbors will be used to fill them.

(2) Outlier removal

The EllipticEnvelope algorithm is utilized to identify outliers. This algorithm assumes
that the normal sample data conform to a multivariate Gaussian distribution, while the
abnormal sample data do not follow this distribution. Its objective is to find the smallest
ellipse that can cover the majority of the samples and consider the points outside of the
ellipse as outliers.

4.3. Data Augmentation Based on the SALGAN

GANs are capable of capturing and learning the complex distribution characteristics
of data, including various implicit correlations and dependencies, which aids in generating
highly realistic data instances. However, achieving a balance in the learning process
between the generator and discriminator can be challenging, leading to model instability
and convergence difficulties.

Self-attention mechanisms enhance GANs by focusing on different segments of the
data, aiding GANs to better grasp global structures. This results in capturing finer de-
tails and patterns in data generation, reducing model collapse issues. The model adapts
autonomously based on varying features and relationships within the data.
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Considering the distinct characteristics of differently labeled samples, modeling the
data distribution for various labels allows the generator to better capture and reflect each
label’s unique features. This label-aware synthetic data generation approach facilitates the
generator’s more effective learning and mimicking of data distributions under different
labels, yielding more realistic and contextually accurate synthetic samples.

We introduce the SALGAN for data augmentation. Compared to a traditional GAN,
the SALGAN not only adapts autonomously to diverse data features and relationships but
also enables the generator to more effectively learn and mimic data distributions across
different labels, creating more realistic and context-relevant synthetic data samples. The
experimental process of the SALGAN is illustrated in Figure 2, wherein the input is an
N × M matrix, and the output is an (N + T) × M matrix; N is the number of original data
items; M is the number of data items; and T is the number of generated virtual sample
data items.
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Figure 2. Flowchart of the SALGAN’s process.

Data are classified by label types and generated in batches. Random noise Znoise,
which is a vector randomly generated from a normal distribution, serves as the input
for the generator network. The generator uses Znoise to generate a set of synthetic data.
The discriminator receives the real data and fake data generated by the generator, and its
task is to distinguish the two sets of data and output a probability value indicating the
possibility that the data are real. The results of the loss function calculation are used to
correct the back-propagation error and refine the parameters of the two networks. This
iterative process continues until the generator and the discriminator reach a balanced
state. The generator can create enough convincing data to copy the discriminator, and the
discriminator is good at accurately distinguishing real data from false data.

1. Generator G

(1) Fully Connected Layer: We receive the input data and map them to a higher-
dimensional hidden layer space, providing the basis for subsequent processing. The first
linear layer maps the input size to the hidden layer size, and the second linear layer maps
the hidden layer size back onto itself. Each linear layer is followed by the LeakyReLU
Activation Function. This configuration introduces nonlinearity, enabling the model to
capture more complex data patterns.

(2) Self-Attention Layer: The self-attention layer captures relationships among the
input data, as illustrated in Figure 3.
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First, for the input feature matrix x ∈ RN∗M, we perform linear transformation to
generate query (Q), key (K), and value (V) matrices:

Q = XWQ

K = XWK

V = XWV
(6)

where WQ ∈ RM∗dk , WK ∈ RM∗dk , and WV ∈ RM∗dk are the learnable weight matrices, and
dk and dv represent the dimensions of the keys and values, respectively.

Second, attention scores are calculated, as shown in Equation (7), by performing matrix
multiplication between the transpose of Q(x) and K(x) to calculate attention scores.

Attention Score = QKT (7)

Third, weighted value vectors are calculated. Using the softmax function, the attention
scores are normalized, as shown in Equation (8), and then the softmaxed attention scores are
multiplied by V(x) according to Equation (9) to obtain the weighted values, which represent
the comprehensive information of all input features weighted by their corresponding
attention scores.

Softmax Score = softmax(
Attention Score√

dk
) (8)

Weighted Value = Softmax Score × V (9)

(3) Output Layer: We map the high-dimensional representation of the hidden layer
to the output layer. This consists of a linear layer and the Tanh Activation Function for
generating the final generated data.

The generated data samples are compared with real data samples and adjust their
own weights according to the output of the discriminator. During training, the constant
confrontation between the generator and the discriminator enables the generator to produce
progressively more realistic and higher-quality data samples.

2. Discriminator D

The discriminator analyzes the input data and effectively distinguishes between the
real data Xreal and generated data G(Z). The output of the discriminator is used for self-
adjustment and is fed back to the generator to guide improvements in the generation
process. Binary cross-entropy loss (BCELoss) is used as the main loss function of the
discriminator, as shown in Equation (10). This loss function makes the discriminator
judgement more accurate and generates data closer to the actual data by minimizing the
binary cross-entropy loss.

Loss = − 1
N ∑N

i=1 yi• log(p(yi)) + (1 − yi)• log(1 − p(yi)) (10)
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where y represents a binary label, either 0 or 1, and p(y) denotes the probability of the
output belonging to a given label. N signifies the number of groups of objects for which the
model makes predictions.

4.4. Risk-Warning Model Based on CatBoost-SSAGA

CatBoost is an algorithm that supports various categorical variables, effectively re-
duces the prediction bias in GBDT, thus reducing the risk of overfitting, and has a high
accuracy. However, the processing of categorical features takes a long time and CatBoost
has many hyperparameters that need to be tuned. Therefore, this study combines the SSA
and GA to construct a hybrid algorithm, named the SSAGA, to optimize the parameters
of CatBoost.

4.4.1. SSAGA

The initial quality of the population randomly generated by the SSA is poor. It is easy
for the SSA to fall into local optima in large or complex optimization spaces, sometimes
even jumping out of the optimization space.

The GA introduces new solutions through crossover and mutation operations, which is
conducive to increasing the diversity of the population. It aids in carrying out local searches
and evolutionary optimization, which can further refine the solution in the found good region.
In addition, the GA is more stable and able to optimize in a complex optimization space.

By combining the SSA and GA, this paper proposes the hybrid SSAGA, which could
enhance global search capabilities, accelerate convergence speed, and increase the likeli-
hood of finding global optima. This methodology aims to effectively obtain the optimal
hyperparameters for the CatBoost model. The specific workflow of the model is depicted
in Figure 4.
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The optimization process of the SSAGA is as follows:
Step 1 Initialization: The population size (pop_size), maximum iteration number

(max_iterations), and parameter dimension (dimension) are set. The Sparrow Search
Algorithm population and Genetic Algorithm population are initialized, and random
parameter vectors are generated.

Step 2 Iterative optimization: Within the specified maximum iteration number, the
algorithm alternately executes the following steps:
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a. Sparrow Search Algorithm Phase: Initially, each sparrow’s performance in the pop-
ulation is evaluated using a fitness function, identifying the current optimal- and
least-fit individuals. Subsequently, the location of the sparrow population is up-
dated. In each iteration, sparrows adjust their positions based on the current best
(best_sparrow) and worst (worst_sparrow) locations. This updating mechanism
mimics sparrows’ foraging behavior, where some sparrows converge towards the
best solution (leader sparrows and followers), while others explore in the opposite di-
rection of the worst solution (scouts). The updated parameter values are constrained
within their valid range.

b. Genetic Algorithm Phase: Parental selection is conducted using the select_parents()
function, employing a roulette-wheel selection method based on the fitness func-
tion, with the selection probability being proportional to the expected fitness. A
crossover operation on the selected parental individuals is performed using the
crossover() function, where a crossover point is randomly chosen to mix the genes
of two parental individuals in a certain proportion. Mutation operation on post-
crossover individuals is executed using the mutate() function, introducing random
perturbations to certain genes of the individuals. The new individuals obtained from
the crossover and mutation are merged with the original population to form a new
Genetic Algorithm population.

c. Optimal Individual Update: The Sparrow Search Algorithm and Genetic Algorithm
populations are merged, and the optimal individual is selected based on the fitness
function, specifically the individual with the lowest fitness function value.

d. Termination Condition Assessment: The iteration process concludes when either the
maximum number of iterations is reached or specific stopping criteria are satisfied
(e.g., the fitness function value falls below a certain threshold).

Step 3 Output Results: The optimal parameter combination and the fitness function
value are returned as the optimization outcomes.

By integrating the two algorithms, the SSAGA continually updates its position and
individual evolution during the hybrid process to effectively enhance the optimization,
leading to superior hyperparameter configurations.

4.4.2. CatBoost-SSAGA

According to the proposed optimization strategies, the mechanism of CatBoost-SSAGA
is shown in Algorithm 1. First, we initialize the parameters of the SSAGA. Secondly, we
generate populations for both the SSA and GA, separately, then merge them into a new
population. Third, we update the position of the sparrows and the global fitness. Finally,
Algorithm 1 returns the best position and its corresponding fitness value, which represent
the optimal hyperparameters for CatBoost.

CatBoost-SSAGA involves multiple steps such as parameter optimization, model
training, and validation, each of which affects the overall complexity. The following
presents a complexity analysis of these steps:

(1) Data Preparation and Preprocessing: The complexity of the data loading and prepro-
cessing is typically O(n × m), where n is the number of samples and m is the number
of features.

(2) Parameter Optimization and Model Training

Population Initialization: The complexity of the SSA and GA population initialization
is O(pop_size × dimension), where pop_size is the population size, and dimension is the
parameter dimension.

Iterative Optimization:
In each iteration, the complexity of updating the sparrow positions and performing

the GA operations is also O(pop_size × dimension).
The training complexity of the CatBoost model depends on n_estimators (the number of

trees), max_depth (the tree depth), the number of samples, and the number of features. The
training complexity of CatBoost can be roughly represented as O(n_estimators × n × m).
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Due to the use of ten-fold cross-validation, the computational complexity is further in-
creased as the model needs to be trained and evaluated on each fold, making the complexity
approximately O(10 × n_estimators × n × m).

(3) Optimal Solution Selection: The complexity of selecting the optimal solution from
the merged population is O(pop_size), because it needs to iterate in the population to
find the individual with the highest fitness.

Algorithm 1. CatBoost-SSAGA
Input: Population size P, Dimension D, Upper bound ub, Lower bound lb, Maximum iterations ε,
Strategy parameter S.
Output: Best fitness value fGb and Best position XGb.

1. Initialize empty lists: X = [], F = []
2. Generate initial population for SSA and GA:

a. For SSA (Sparrow Search Algorithm):
- Use initialize_sparrows function with inputs pop_size = P, dimension = D, lb, and ub to

create sparrows population
b. For GA (Genetic Algorithm):

- Use initialize_ga_population function with the same inputs to create GA population
c. Combine both populations: X = SSA population + GA population

3. For each iteration t from 1 to ε:
a. Calculate decay rate ϵ = 1–(t/ε)
b. For each individual I in X:

- Evaluate fitness using evaluate_fitness function
- F = CatBoost.fit(X)

c. Get Xb, fb, Xw, fw
d. Update positions of first pdNum individuals in X using SSA strategy:

- Apply update_sparrow_positions_enhanced influenced by Xb and Xw
e. Update positions of remaining individuals in X using GA strategy:

- Select parents from X
- Perform crossover and mutation to generate new offspring
- Replace corresponding individuals in X with new offspring

f. Re-evaluate fitness of entire population X
g. If a better fitness is found (indicating higher accuracy from CatBoost), update fGb and XGb
h. End

4. Return fGb and XGb

4.5. Indicators of Model Evaluation

The proposed risk-warning model was mainly applied to a binary classification prob-
lem, wherein the samples were divided into positive and negative classes, and the pre-
diction results were evaluated using a confusion matrix, i.e., Table 1. Accuracy, precision,
recall, F1-scores, and the AUC were used as evaluation metrics for the proposed model.
Accuracy refers to the percentage of samples correctly predicted by the classifier in the
total samples. Recall represents the proportion of correctly predicted positive samples. The
F1-score is the harmonic average of precision and recall, which considers both evaluation
indicators and reflects the model’s robustness. The AUC (area under the curve) measures
the area under the ROC (Receiver Operating Characteristic) curve, where a higher AUC
indicates a better classification effect of the classifier.

Accuracy =
TP + TN

TP + TN + FP + FN
(11)

Precision =
TP

TP + FP
(12)

Recall =
TP

TP + FN
(13)

F1 = 2 × Precision × Recall
Precision + Recall

(14)
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Table 1. Confusion matrix.

Positive Negative

True True Positive (TP) True Negative (TN)
False False Positive (FP) False Negative (FN)

5. Experiments
5.1. Datasets and Preprocessing

1. Datasets

For this study, five independent and usable datasets of heart disease are selected, namely
cleveland.data, hungarian.data, switzerland.data, VA-long-beach.data, and basel.data, which
were obtained from the UCI Machine Learning Repository [29]. After merging, the dataset
consists of 1190 data instances and contains three attributes with significant missing values,
hence it is classified as a small and incomplete dataset. The merged dataset consists of a
complete set of 14 attributes, of which 13 are used for predicting heart disease as feature
attributes, and the remaining 1 is used as a labeled sample. The specific attribute descriptions
are shown in Table 2.

2. Preprocessing

After the cleaning process, the experimental dataset is left with 981 samples, each of
which contains 14 common attributes, of which 13 are used to predict the characteristic
attributes of heart disease and the remaining one is used as a labeled sample. For data
augmentation, virtual data are generated using the SALGAN, in accordance with the types
of labels. As a result, the final dataset comprises 1981 samples.

3. Model training

Cross-validation effectively reflects the robustness of the model. In the experiments,
all of the evaluation metrics in the experiments are based on 10-fold cross-validation and
calculated as averages and standard deviations.

CatBoost incorporates numerous hyperparameters, including iterations, learning_rate,
depth, reg_lambda, subsample, border_count, and so on. This study focuses on fine-
tuning the hyperparameters that significantly impact model performance. The primary
parameters we optimized are the learning rate, tree depth, maximum number of trees, and
regularization coefficient, among five other parameters. Table 3 lists the default values of
these parameters as well as the ranges we used for optimization.

Table 2. Dataset attribute descriptions.

Name Description

Age Continuously variable values

Sex
0 = Female

1 = Male

Cp

0 = Classic angina pectoris

1 = Atypical angina pectoris

2 = Non-angina pectoris

3 = Asymptomatic

Trestbps Continuously variable values

Chol Continuously variable values

Fbs
0 = <120mg/d

1 = >120mg/d
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Table 2. Cont.

Name Description

Restecg

0 = Normal

1 = Existence of a segment exception

2 = Possible or definite left ventricular hypertrophy

Thalach Continuously variable values

Exang
0 = No

1 = Yes

Oldpeak Continuously variable values

Slope

0 = Up

1 = Float

2 = Down

Ca

0

1

2

3

Thal

1 = Normal

2 = Irreparable

3 = Reparable

Target
0 = No

1 = Yes

Table 3. Optimal parameters of CatBoost-SSAGA.

Name Optimization Scope SSAGA-CatBoost

learning_rate [0.001, 0.2] 0.00298
max_depth [4, 10] 9

n_estimators [1100, 1500] 1153
reg_lambda [0.01, 10] 2.62938
subsample [0.9, 1] 0.98761

5.2. Comparative Experiments

For this section, we conducted three sets of comparative experiments and ablation
studies on the UCI heart disease dataset to validate the performance of the proposed
SALGAN-CatBoost-SSAGA model.

1. Performance comparison between different algorithms

To verify the effectiveness of the proposed framework, we conducted comparative
experiments between five commonly used tree models and SALGAN-CatBoost-SSAGA,
including XGBoost version 2.0.3, LightGBM version 3.3.5, and Scikit-learn version 1.0.2.
The experimental results in terms of the accuracy, precision, recall, F1-scores, and AUC
are shown in Table 4 and Figure 5. The results demonstrate the superior performance of
SALGAN-CatBoost-SSAGA over the individual machine learning models. Table 4 indicates
that SALGAN-CatBoost-SSAGA performs the best in all metrics, with an accuracy of 90.56%,
a precision of 87.79%, a recall of 87.45%, and an F1-score of 87.54%, which are much higher
than those of the other models, indicating that the proposed framework performs well. It
also shows smaller standard deviations, indicating greater stability. As shown in Figure 5,
the area under the curve for SALGAN-CatBoost-SSAGA is the largest, reaching 0.96, which
illustrates that it has high accuracy and the best overall classification performance.
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Table 4. The algorithms’ performances.

Model Accuracy Precision Recall F1-Score

RF 79.71 ± 0.03 81.29 ± 0.03 79.14 ± 0.05 80.10 ± 0.03
lightGBM 77.78 ± 0.02 79.52 ± 0.03 77.18 ± 0.06 78.16 ± 0.03
xgBoost 77.37 ± 0.02 78.85 ± 0.03 77.17 ± 0.04 77.90 ± 0.03

AdaBoost 71.66 ± 0.03 72.66 ± 0.02 72.65 ± 0.06 72.55 ± 0.03
Decision Tree 71.15 ± 0.03 72.76 ± 0.03 70.87 ± 0.04 71.76 ± 0.03

SALGAN-CatBoost-SSAGA 90.56 ± 0.01 87.79 ± 0.02 87.45 ± 0.03 87.54 ± 0.02
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2. Impact of data augmentation on prediction results

In order to verify the effectiveness of the data enhancement method, we used the
standard CatBoost model to compare the risk predictions of the data before and after
data enhancement. The experimental results are shown in Table 5. These experimental
results indicate that augmenting the dataset through data enhancement techniques led to
a notable improvement in the performance of the CatBoost model across all evaluation
metrics. Compared to the performance prior to data augmentation, there was an increase
of over 10% in all metrics.

Table 5. Comparison of prediction results based on data augmentation.

Datasets Accuracy Precision Recall F1-Score

Before 79.57 ± 0.04 79.94 ± 0.05 79.58 ± 0.07 79.50 ± 0.04
After 87.83 ± 0.01 87.87 ± 0.02 87.81 ± 0.02 87.81 ± 0.01

3. Impact of parameter optimization on prediction results

To evaluate the effectiveness of the SSAGA hybrid algorithm, we utilized a dataset
augmented through SALGAN data enhancement to compare its performance with that
achieved by optimizing the CatBoost model parameters using solely the SSA or GA. The
experimental results are presented in Table 6. These results demonstrate that, compared to
the individual use of the SSA or GA, the SSAGA showed the best performance across all
evaluation metrics, particularly in terms of accuracy.

Table 6. Comparison of prediction results based on the SSAGA.

Algorithm Accuracy Precision Recall F1-Score

SSA 89.45 ± 0.02 86.57 ± 0.07 85.63 ± 0.09 86.63 ± 0.07
GA 87.58 ± 0.02 84.03 ± 0.08 83.27 ± 0.1 83.87 ± 0.09

SSAGA 90.56 ± 0.01 87.79 ± 0.02 87.45 ± 0.03 87.54 ± 0.02
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4. Ablation experiments

In order to evaluate the overall performance of SALGAN-CatBoost-SSAGA and verify
the necessity of each module, we conducted ablation experiments on the SALGAN and
SSAGA. As shown in Figure 6, SALGAN-CatBoost-SSAGA outperformed the other two
models in key performance metrics such as accuracy, precision, recall, and F1-scores. This
finding not only highlights the excellent predictive ability of SALGAN-CatBoost-SSAGA
but also clearly proves the rationality of our choice of this combined model. It shows the
obvious advantages of the combination model in improving the prediction performance
compared with a single model, thus verifying the effectiveness of our combination strategy.
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6. Conclusions

This paper introduces the SALGAN-CatBoost-SSAGA predictive model, which is
designed for small-sample and incomplete datasets. The SALGAN is capable of learning
various hidden correlations and dependencies within different types of labeled data, thereby
facilitating the generation of highly realistic data instances. This enhancement aids in the
model’s learning process with sample data. Additionally, in order to find the global optimal
parameters of the CatBoost algorithm, we propose the SSAGA, an algorithm that combines
the SSA and GA, which helps CatBoost find global optimal parameters more effectively,
avoiding local optima and improving the accuracy and stability of the prediction model.
The experimental results show that the framework achieves the expected effect in data
augmentation and improving prediction accuracy. The performance of the framework is
better than other comparison methods in all selected indicators, which proves its feasibility
and effectiveness. Therefore, it is very suitable for prediction tasks with small-sample
datasets. Future works will focus more on directly incorporating small-sample incomplete
datasets from different fields to validate further the generalizability of the model proposed
in this study.
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