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Abstract: Object detection plays a crucial role in autonomous driving assistance systems. It requires
high accuracy for prediction, a small size for deployment on mobile devices, and real-time inference
speed to ensure safety. In this paper, we present a compact and efficient algorithm called YOLOX
with United Attention Head (UAH-YOLOX) for detection in autonomous driving scenarios. By
replacing the backbone network with GhostNet for feature extraction, the model reduces the number
of parameters and computational complexity. By adding a united attention head before the YOLO
head, the model effectively detects the scale, position, and contour features of targets. In particular,
an attention module called Spatial Self-Attention is designed to extract spatial location information,
demonstrating great potential in detection. In our network, the IOU Loss (Intersection of Union) has
been replaced with CIOU Loss (Complete Intersection of Union). Further experiments demonstrate
the effectiveness of our proposed methods on the BDD100k dataset and the Caltech Pedestrian dataset.
UAH-YOLOX achieves state-of-the-art results by improving the detection accuracy of the BDD100k
dataset by 1.70% and increasing processing speed by 3.37 frames per second (FPS). Visualization
provides specific examples in various scenarios.
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1. Introduction

Machine learning simulates the capacity of learning patterns and features from data.
With the advent of massive data and more complex application scenarios, conventional
machine learning shows limitations when processing high volumes of data generated in
medical, industrial, and engineering fields. Deep convolutional neural networks (DCNN)
with more hidden layers have more complex network structures and more powerful feature
learning and expression capabilities compared to traditional machine learning methods.
Computer vision, as a field of artificial intelligence (AI), refers to the ability of computers
and systems to extract meaningful information from images, videos, and other visual
inputs and make decisions based on the information. DCNN algorithms have achieved
remarkable results in many large-scale recognition tasks in the field of computer vision
since they were proposed.

Restricted by self-reaction, drivers may be unable to accurately identify road conditions
within a short time, leading to incorrect decisions and operational accidents. Benefiting from
advancements in artificial intelligence (AI), the Internet of Things (IoT), and mobile com-
munication, the assistant driving system, which comprises perception, decision-making,
and execution, has gained more applications in engineering to improve traffic efficiency
and driving safety [1,2]. The widespread availability of vision-based sensors facilitates
the process of perception. As a crucial component, perception processes a vast number of
visual data and performs various tasks, such as pedestrian detection [3], road detection [4],
traffic lane detection [5], and drivable area segmentation [6]. In an assistant driving system
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that handles images, real-time processing and high precision are two essential requirements
to guarantee timely and accurate decision making for driving safety [7]. However, meeting
both requirements in real-world application scenarios is a significant challenge due to
limited computational resources and device memory. Currently, many models can achieve
very high accuracy, but at the same time, the model parameters are extensive.

Object detection involves localizing and classifying targets in images, and it is a
fundamental task for vision-based assistant driving systems. In recent years, the rapid
advancement of DCNN has led to the emergence of numerous outstanding object detection
models. For example, region convolutional neural networks (R-CNN) [8] is a two-stage
object detection algorithm that initially generates proposals and then performs fine-grained
object detection. This approach was later developed into Fast R-CNN [9], Faster R-CNN [10],
Mask R-CNN [11], etc. On the other hand, YOLO [12] is a one-stage object detection
algorithm that directly extracts features to classify and localize objects without generating
region proposals. RetinaNet [13] introduces a novel Focal Loss to address the extreme
foreground–background class imbalance problem during training. CenterNet [14] detects
each object by using a triplet of keypoints to overcome the limitations of a large number of
inaccurate object bounding boxes. EfficientDet [15] introduces a weighted bi-directional
feature pyramid network (BiFPN) and a compound scaling method that uniformly scales
resolution, depth, and width.

To process road scene information in a timely manner, the processing speed for
detection tasks in autonomous driving applications should exceed 30 frames per second
(FPS). Over the past few years, several one-stage algorithms have been developed for
driving assistance, such as YOLOv3 [16], Centernet [14], Retinanet [13], etc. However,
they are difficult to apply in real-world autonomous driving scenarios when using low-
resolution images as input or in fast-changing traffic scenes. Therefore, models with higher
accuracy and faster transmission speeds are more likely to be applied.

In this paper, we propose a novel object detection algorithm called UAH-YOLO to
address the issue of the previous model being too large or unable to accurately identify
the road scene. Based on YOLOX [17], we replaced the backbone network with Ghost-
Net [18], an efficient and lightweight architecture. We designed a unified attention head
before the YOLO head. A more efficient loss function, CIOU Loss [19], is utilized during
training iterations.

The main contributions of this paper are as follows.

1. This paper proposes a united attention head to precede the YOLO head for extracting
scale, location, and contour information. Especially, a spatial self-attention mechanism
is designed to obtain spatial similarity through convolutions and pooling.

2. Our proposed algorithm, UAH-YOLO, outperforms the compared algorithms in
object detection tasks on the BDD100k dataset, including YOLOX, YOLOv3, YOLOv5,
EfficientDet, Faster R-CNN, and SSD. It achieves higher detection accuracy on average
and has a faster processing speed, surpassing YOLOX [17] by 3.47 frames per second
and far outpacing YOLOv3, Faster R-CNN, etc.

3. The UAH-YOLO algorithm has been demonstrated to be a superior detection algo-
rithm on the Caltech Pedestrian dataset, accurately identifying pedestrians on both
sides of the road when driving.

The rest of the paper is organized as follows. Section 2 presents the benchmark
model used in this paper and related works on object detection. Section 3 introduces the
proposed improvement strategies in detail. Section 4 presents the results of comparison
experiments, ablation studies, and visualization of the BDD100k dataset. Section 5 presents
the conclusions of the paper and suggests directions for future research.

2. Related Work
2.1. Methodolgy

YOLOX [17] represents an advancement in the YOLO series. As a high-performance
detector, YOLOX employs advanced detection techniques, such as anchor-free detection, a
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decoupled head, and the SimOTA label assignment strategy. The architecture of YOLOX
is depicted in Figure 1. Similar to the original YOLO, YOLOX consists of three compo-
nents: a backbone feature network, a feature pyramid network (FPN), and a YOLO head
as a detector.
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Figure 1. The architecture of YOLOX-DarkNet53. 
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Figure 1. The architecture of YOLOX-DarkNet53.

The backbone feature extraction network utilized by YOLOX is CSPDarkNet [20],
a residual network. YOLOX follows the focal network structure utilized in YOLOv5. It
achieves this by obtaining four independent feature layers through the selection of every
other pixel. These feature layers are then stacked to increase the input channels fourfold.
The input is processed through a 1× 1 convolution and a 3× 3 convolution and then added
to the residual component to produce the output. CSPNet [21] is employed in the backbone
network of YOLOX to enhance the learning capacity of convolutional neural networks
and reduce computational costs. YOLOX follows the SPP network architecture used in
YOLOv5, which extracts features by pooling with kernels of different sizes to improve the
network’s receptive field.

The Feature Pyramid Network (FPN) is designed to generate high-level semantic
feature maps at all scales. The architecture is top-down with lateral connections. A
significant amount of work has been completed prior to the FPN. Featurized image pyramid,
as a conventional approach, involves resizing images to various scales and computing
features independently on each scale for prediction. This method was widely utilized
during the era of hand-engineered features. YOLOv1 [12] and YOLOv2 [22], as well as
Faster R-CNN [10], use a single feature map to enable faster detection. However, this
approach leads to subpar detection performance for small targets. SSD [23] utilizes the
pyramidal feature hierarchy computed by a ConvNet [24], enabling predictions at multiple
scales. However, there is a lack of fusion between features. The Feature Pyramid Network
(FPN), proposed by Tsung-Yi Lin et al., has demonstrated significant improvement as a
versatile feature extractor in numerous applications. The FPN consists of a bottom-up
pathway, a top-down pathway, and lateral connections. The bottom-up pathway computes
forward through ConvNet and generates a hierarchical feature structure consisting of
feature maps at multiple scales. The top-down pathway upsamples feature maps that are
rich in semantic information and acquires a feature structure at the same level. Lateral
connections merge feature maps of the same size from both the bottom-up and top-down
pathways. The structure of FPN [25] is depicted in Figure 2a.
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Differently from the previous YOLO head, the YOLOX [17] head detector implements
classification and regression in separate convolutional layers. Three features obtained by
FPN are integrated into the YOLO head for prediction. The structure of the decoupled head
is illustrated in Figure 2b. The “Reg” part is used to determine the regression parameters
for each feature point and adjust the prediction boxes. The “Obj” part is used to determine
whether each feature point corresponds to an object. The “Cls” part is used to determine
the type of object.

2.2. Object Detection Research

Significant research has been conducted in recent years on object detection in assis-
tant driving scenarios. Min Yang proposed a target recognition algorithm based on the
Faster R-CNN algorithm and a Multi-Strategy Regional Proposal Network (MSPRN) [26]
to optimize the anchor boxes. Yingfeng Cai et al. proposed an effective object detector,
YOLOv4-5D [27], based on YOLOv4 to improve detection accuracy while enabling true real-
time operation. YOLOv4-5D introduces a new feature fusion module called PAN++ and
presents an optimized network pruning algorithm, resulting in a 4.23% improvement on
the BDD100K dataset. This approach is well-suited for real-time object tracking. Mingyuan
Sun et al. proposed YOLO-I [28] for detecting infrared targets on roads, replacing the con-
ventional structure and improving feature extraction using the advanced EfficientNet [29].
Meanwhile, the k-means algorithm and data augmentation strategy were implemented,
achieving a mean average precision of 0.89 with an average detection speed of 10.65 frames
per second. Shuqi Fang et al. [30] enhanced the Mask R-CNN by replacing the ResNet
backbone network with the ResNeXt network, which includes group convolution, and
by incorporating an efficient channel attention module (ECA) to the backbone feature
extraction network. The proposed models achieved a mean average precision of 62.62% for
target detection and 57.58% for segmentation accuracy on the publicly available CityScapes
autonomous driving dataset. These results were 4.73% and 3.96% better, respectively, than
those achieved by Mask R-CNN.

3. Proposed Methods
3.1. Backbone

While CSPDarkNet extracts features and achieves excellent object detection, the large
model parameters limit the deployment of YOLOX on mobile devices with varying resource
constraints. Autonomous driving computing platforms require the simultaneous processing
of multiple sensors and computing tasks, including detection, tracking, and decision
making. Therefore, it is essential to investigate portable and efficient network architectures
to conserve memory and computational resources.

The parameters of a convolutional neural network mainly come from the convolution
kernel. Therefore, determining the number and size of the convolution kernel is crucial for
controlling the size of the model. The formula for calculating parameters in a convolutional
layer can be expressed as follows, where COut, CIn, Kw, Kh denotes the output channels, in-
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put channels, width of kernels, height of kernels, respectively. Deep separable convolution
reduces the parameters by decreasing the input and output channels.

Params = COut × CIn × Kw × Kh + bias (1)

The redundancy in feature maps is an important characteristic of successful CNNs.
GhostNet generates multiple ghost feature maps by applying a series of inexpensive
operations to a set of intrinsic feature maps. To reduce the number of parameters and
calculations, this paper replaces CSPDarkNet with GhostNet as the backbone network for
feature extraction.

Firstly, the Ghost module obtains the intermediate feature maps F1 ∈ COut
2 × H ×W

through regular convolution, and F1 are passed through deep separable convolutions to
obtain F2 ∈ COut × H ×W, also known as inexpensive operations, which involve a small
number of parameters. Then, the two feature maps F1, F2 are concatenated along the
channels to obtain the outputs. The Ghost bottleneck, composed of Ghost modules, is
divided into the main part and the residual part. The structures of the Ghost module and
Ghost bottleneck are shown in Figure 3a,b.
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3.2. United Attention Head

Attention mechanisms in deep learning enable neural networks to automatically
learn and selectively focus on important information when processing input data, thereby
improving the performance and generalization ability of the model. However, it is chal-
lenging for a single convolution to simultaneously make the model focus on different
features of the data. In this paper, we propose a united attention head which focuses on
three dimensions: scale-awareness, position-awareness, and contour-awareness, denoted
as ϕS, ϕP, ϕC, respectively.

3.2.1. Scale-Aware

Scale-aware attention is introduced to address the issue of scale invariance in object
detection. Given the feature tensor F ∈ RL×C×H×W , where L denotes the number of layers
for the input of pyramid, C represents the number of channels, H represents the number of
height, and W represents the number of width, respectively. Additionally, S = H ×W is
defined. Thus, the input features are shaped as three-dimension tensors F ∈ RL×C×S. The
formulation of scale-aware attention is:

ϕS(F) = σ( f (
1

SC ∑
S,C

F)) · F (2)

where f (·) is a linear function approximated by a 1 × 1 convolutional layer and σ(·) is a
hard-sigmoid function.



Mathematics 2024, 12, 1331 6 of 14

3.2.2. Position-Aware

The backbone network focuses on feature extraction but often overlooks the location
information of targets, leading to the neglect of occluded or edge targets in the image. In
this section, we propose a novel attention mechanism called spatial self-attention, which is
a position-aware attention mechanism.

Spatial self-attention obtains the query and key by convolution, which is performed in
width and height, and operates average pooling, respectively. Then, it calculates the query
and key by matrix multiplication and softmax activation to obtain the spatial similarity
matrix, which is shaped as C× H×W. In this way, the model can identify the relationships
between objects in the image. Unlike the transformer block, the input matrix is performed
by convolution to obtain the value matrix and add the similarity matrix rather than dot
multiplication. The attention module is depicted in Figure 4.
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3.2.3. Contour-Aware

Traditional models like AlexNet [31], VGGNet [32], and ResNet [33] are proficient
at learning features well, but they struggle to accurately distinguish between objects and
backgrounds, which fails to effectively capture object contours. This section proposes
a contour-aware attention mechanism to help the model focus on spatial locations and
level features.

Considering a self-learned spatial offset, deformable convolution kernels shift at the
sampling points of the input features, which helps the model focus on the region of interest.
Contour-aware attention initially learns sparsity through deformable convolution and then
aggregates features across levels at the same location:

ϕC(F) =

(
1
L

L

∑
l=1

K

∑
k=1

wl,k · F(l; pk + ∆pk; c) · ∆mk

)
· F (3)

where L is the number of layers, K is the square of kernel size, ∆pk is the self-learned offset
to focus on the discriminative region, pk + ∆pk is the shift location by offset, and ∆mk is the
importance scalar to be learned at the location pk.

Not establishing an independent attention layer, we load this contour-aware attention
into the spatial self-attention, replacing the traditional convolution. As a summary, the
architecture of object detection with our proposed attention head is illustrated in Figure 5.



Mathematics 2024, 12, 1331 7 of 14Mathematics 2024, 12, x FOR PEER REVIEW 7 of 15 
 

 

AvgPooling

Conv 1×1

Relu

Hard sigmoid

Value Query

Output

AvgPooling AvgPooling

Matrix 
Multiplication+Softmax

Output

⊗

Sφ
Pφ

Input

Cφ

Key

⊕
⊗ :  Hardmard Product ⊕ :  Addition

 
Figure 5. The architecture of United Attention Head. 

3.3. CIOU Loss 
The loss of YOLOX consists of three parts: regLoss  calculates the intersection of un-

ion between the prediction boxes and the ground truth boxes of feature points; objLoss  
calculates the cross entropy (CE) loss between the positive and negative samples, where 
positive samples correspond to feature points containing objects; clsLoss  calculates the 
CE loss between the prediction classes and ground truth labels of the targets. All the 
above definitions are calculated as follows: 

log( ( , ))reg gt predLoss IOU B B= −  (4)

log(1 )objLoss p= − −  (5)

1
( log( ) (1 )log(1 ))

n

cls i i i i
i

Loss t p t p
=

= − + − −  (6)

where ,pred gtB B  are the prediction boxes and ground truth boxes, p  is the prediction 
possibility of existing objects, ip  is the prediction possibility of every class, and n  is the 
number of all classes. 

IOU Loss is designed to solve the problems of mutual independence and non-scale 
invariance of smooth L1 Loss, but it is unable to reflect the magnitude of overlap. In this 
paper, we replaced IOU Loss with CIOU Loss to calculate regLoss . 

2

2

( , )
log( ( , )) gt pred

reg gt pred

b b
Loss IOU B B

c
ρ

αν= − + +  (7)

(1 )IOU
να

ν
=

− +
 (8)

Figure 5. The architecture of United Attention Head.

3.3. CIOU Loss

The loss of YOLOX consists of three parts: Lossreg calculates the intersection of union
between the prediction boxes and the ground truth boxes of feature points; Lossobj calculates
the cross entropy (CE) loss between the positive and negative samples, where positive
samples correspond to feature points containing objects; Losscls calculates the CE loss
between the prediction classes and ground truth labels of the targets. All the above
definitions are calculated as follows:

Lossreg = − log(IOU(Bgt, Bpred)) (4)

Lossobj = − log(1− p) (5)

Losscls = −
n

∑
i=1

(ti log(pi) + (1− ti) log(1− pi)) (6)

where Bpred, Bgt are the prediction boxes and ground truth boxes, p is the prediction possi-
bility of existing objects, pi is the prediction possibility of every class, and n is the number
of all classes.

IOU Loss is designed to solve the problems of mutual independence and non-scale
invariance of smooth L1 Loss, but it is unable to reflect the magnitude of overlap. In this
paper, we replaced IOU Loss with CIOU Loss to calculate Lossreg.

Lossreg = − log(IOU(Bgt, Bpred)) +
ρ2(bgt, bpred)

c2 + αν (7)

α =
ν

(1− IOU) + ν
(8)

ν =
4

π2 (arctan
wgt

hgt − arctan
w
h
)

2

(9)

where ρ denotes the distance of center points, c denotes the diagonal distance of the
minimum closure region that can simultaneously contains both prediction boxes and
ground truth boxes, α denotes the trade-off parameter, and ν denotes the consistency of
aspect ratio.
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3.4. Our Model

The architecture of our proposed model, UAH-YOLO, based on YOLOX, is illustrated
in Figure 6. We replace the CSPDarkNet with GhostNet which is of lower computational
complexity and add the united attention head before the YOLO head to obtain the scale,
position, and contour information of the targets.
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4. Result and Discussion
4.1. Implementation Details and Evaluation Metrics

The experiments are performed under windows system, 56 GB memory, CPU: 10 vCPU
Intel Xeon Processor (Skylake, IBRS), GPU: V100-32GB, PyTorch 1.9.0, and CUDA 11.1. We
use stochastic gradient descent (SGD) with momentum = 0.937, wight decay = 5 × 10−4,
initial learning rate = 0.01, minimum learning rate = 1 × 10−4, and cosine learning rate
schedule. The total epochs of BDD100k and Caltech Pedestrian are 100 and 50, respectively,
and the batch size is 16 by default. The training process is from scratch where some basic
data augmentations are used: random crop, mosaic, mixup.

The evaluation indexes used in this paper are Precision (P), Recall (R), AP50, AP50–95.
Precision denotes the proportion of correctly predicted true samples among predicted true
samples. Recall denotes the proportion of correctly predicted true samples among positive
samples. AP is the area under the P–R curve. TP, TN, FP, and FN are the numbers of true
positive samples, true negative samples, false positive samples, and false negative samples,
respectively. AP50 is the AP when the intersection of union (IOU) of the predicted box and
the real box is above 50%. mAP50 is the average AP50 of all classes.

precision =
TP

(TP + FP)
(10)

recall =
TP

(TP + FN)
(11)

AP =
∫ 1

0
PdR (12)
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mAP =
1
n

n

∑
i=1

APi (13)

4.2. Experiment Datasets

The BDD100k and Caltech Pedestrian datasets are chosen for checking the performance
of models. As a huge, complete dataset containing various weather conditions, places, and
times of the day, as well as wide ranges of light conditions, occlusion, and cropping, the
BDD100k dataset is normally used for the computer vision tasks in autonomous driving.
The BDD100k dataset consists of 10 classes: car, truck, motor, bike, person, train, rider, bus,
traffic sign, and traffic light. Considering the imbalance instances and real-world driving
conditions, this paper only selects car, truck, bus, person, traffic sign, and traffic light as the
investigators. Considering the fact that the dataset is too large, 10,000 images are selected
for training 100 epochs. Caltech Pedestrian dataset contains approximately 10 h of 640 × 480
30 Hz video, mainly shot by small cars driving on rural streets. The video consists of about
250,000 frames, 350,000 bounding boxes, and 2300 pedestrian annotations. In this paper, we
only research on the pedestrian detection tasks. Algorithm 1 shows the training process.

Algorithm 1: Without Proposal Boxes, UAH-YOLO Trains Backbone, FPNet, Attention Head for
Targets Location, Detection, Classification.

Input: Target neural network Ω with parameters groups;

Θ =
{

θobj, θcls, θreg

}
;

Training set Γ;
Threshold for convergence: thr;
Loss function: Loss;

Output: Well-trained network
1: procedure Train (Ω, Γ)
2: repeat
3: sample a mini-batch (x, y) from training set Γ
4: l ← Loss((x; Θ), y)
5: Θ← argminΘl
6: until l < thr
7: end procedure
8: return Trained network Ω(x; Θ)

4.3. BDD100k Comparison Analysis

Table 1 shows a comparison of the results on the BDD100k training sets with other state-
of-the-art object detection models, including YOLOX, YOLOv3, YOLOv5, EfficientDet, Faster
R-CNN, and SSD. UAH-YOLO achieved the best detection results in car, person, traffic sign,
and traffic light, while YOLOX detected truck and bus better. UAH-YOLO improved the AP50
of car, traffic sign, traffic light, and person by 1.16%, 1.49%, 1.83%, and 0.78%, respectively. As a
two-stage model, Faster R-CNN did not perform well in detecting targets and processing speed.
SSD is inferior to other models like YOLOX, YOLOv3, and YOLOv5 as a one-stage model.

Table 1. Comparison of detection accuracy on BDD100k dataset—denotes the FPS is less than 10.

Method Backbone Car Traffic Sign Traffic Light Truck Bus Person mAP50 FPS

UAH-YOLO GhostNet 0.7604 0.6364 0.5985 0.5989 0.6048 0.5760 62.90% 40.05
YOLOX CSPDarkNet53 0.7488 0.6215 0.5802 0.6050 0.6072 0.5682 61.20% 36.68
YOLOv3 DarkNet 0.6327 0.5641 0.4784 0.5421 0.5589 0.5031 54.85% 32.8

YOLOv5-s CSPDarkNet53 0.7254 0.6032 0.5638 0.5788 0.5836 0.5612 58.68% 34.84
EfficientDet EfficientNet 0.7158 0.6012 0.5704 0.5802 0.5794 0.5608 58.98% 30.28

Faster R-CNN vgg-16 0.5926 0.5086 0.4462 0.495 0.5081 0.4629 51.57% 10.07
ResNet50 0.6012 0.5011 0.4517 0.4812 0.5114 0.4598 51.92% -

SSD vgg-16 0.5057 0.4021 0.3766 0.4081 0.4129 0.4012 43.04% -

Bold values indicate the best result.
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Requiring a processing speed higher than 30 FPS for object detection in assistant
driving applications, only UAH-YOLO, YOLOX, YOLOv3, YOLOv5, and EfficientDet can
be chosen in practical application, denoting that the FPS is less than 10. Experimental results
show that UAH-YOLO detected targets at the fastest speed. In conclusion, UAH-YOLO
has more potential to be applied in driving assistance.

4.4. Ablation Studies

In this section, we design ablation experiments to illustrate the effectiveness of our pro-
posed methods. We denote the backbone replacement as G, the loss function replacement
as C, and the united attention head as A. The evaluation metrics mAP50 and parameters
were chosen (Table 2).

Table 2. Ablation study on the effectiveness of each proposed method in YOLOX.

G. A. C. mAP50 Parameters

× × × 61.20 9.92√
× × 61.46 6.85

×
√

× 61.63 10.22
× ×

√
61.87 9.97

×
√ √

61.98 10.27√
×

√
62.68 6.90√ √

× 62.42 7.15√ √ √
62.90 7.20

Bold values indicate the best result;
√

denotes the strategy is used; × denotes the strategy is not used.

The experimental results indicate that replacing the backbone network of GhostNet
reduces the parameters by 3.07 MB, making it suitable and convenient for deployment on
mobile devices for driving assistance. CIOU Loss function slightly increases the parameters
but improves the mAP50 by 0.67%. The addition of attention mechanisms before the YOLO
head improves the mAP50 by 0.43%. Overall, the detection performance of the model with
three improvement methods is the most superior, with mAP50 increasing by 1.70% compared
to the original model and reducing the parameters by 2.72 MB. Figure 7 demonstrates the
prediction precision of car, person, bus, traffic light under various score threshold, respectively.
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4.5. Visualization of BDD100k Detection Results

For a visual evaluation of UAH-YOLO and YOLOX, Figure 8a–c demonstrates the
detection results of the UAH-YOLO and YOLOX for the BDD100k validation datasets,
respectively. The detection threshold is 0.5, and the confidence level is also 0.5. We selected
scenes from day, night, rainy, and snowy days for object detection. The visualization com-
parative analysis demonstrates that the proposed UAH-YOLO significantly outperforms
YOLOX in detection tasks.
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Figure 8a shows that during the day-time scene, UAH-YOLO demonstrates higher
accuracy in detecting cars, while pedestrians on the roadside are also identified. Figure 8b
demonstrates that UAH-YOLO accurately detects traffic signs, traffic lights, and cars even
in dark scenes with low visibility. Figure 8c demonstrates the excellent detection ability of
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UAH-YOLO when rain covers the car windows. Figure 8c demonstrates that UAH-YOLO
can be utilized in complex snowy scenarios.

4.6. Train on Caltech Pedestrian Dataset

To verify the superiority of UAH-YOLO, the Caltech Pedestrian dataset was selected
for pedestrian detection tasks. Sequence images were converted into JPG format, and
50 epochs were conducted where we used traditional loss function and smooth loss func-
tion, respectively. The experimental results are shown in Figure 9. As indicated in Table 3,
the detection performance of UAH-YOLO is excellent. Under the condition of IOU = 0.50,
the average precision reached 90.3%; under the condition of IOU = 0.50–0.95, the aver-
age recall rate reached 56.6%. As shown in Figure 10, UAH-YOLO can accurately detect
pedestrians on both sides of the road, effectively preventing traffic accidents caused by
pedestrians suddenly appearing.
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Table 3. Pedestrian detection results of UAH-YOLO on the Caltech Pedestrian dataset.

Metrics AP50/% AP50–95/% AR50–95/%

UAH-YOLO 90.30 50.90 56.60
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5. Conclusions and Future Scope

In this paper, we propose a novel, simple, and efficient network called UAH-YOLO,
including scalable and small-sized backbone architecture, a united attention head for the
scale, position, and contour information of targets, and refined objective loss function. Our
model performs outstandingly on the BDD100k dataset, either approaching or surpassing
the state-of-the-art results in all classifications. Meanwhile, UAH-YOLO processes images at
the fastest speed. Furthermore, we have confirmed high performance in other autonomous
driving detection tasks, such as pedestrian detection. In conclusion, UAH-YOLO shows
great potential for deployment in the field of autonomous driving for detection tasks.

Although the attention mechanism, which is a module for feature extraction, has ini-
tially shown promising results in object detection tasks, there are still some pressing issues
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that need to be addressed: the low resolution of input image pixels, failure in deep feature
extraction, a lack of fusion of individual features, and the model being excessively large
and lacking generalization. Object detection can be improved by optimizing the quality
of input images, designing feature extraction networks, developing feature aggregation
networks, and creating lightweight networks in the future.
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