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Abstract: The relationship between philosophy and science has always been complementary. Today,
while science moves increasingly fast and philosophy shows some problems in catching up with
it, it is not always possible to ignore such relationships, especially in some disciplines such as
philosophy of mind, cognitive science, and neuroscience. However, the methodological procedures
used to analyze these data are based on principles and assumptions that require a profound dialogue
between philosophy and science. Following these ideas, this work aims to raise the problems
that a classical connectionist theory can cause and problematize them in a cognitive framework,
considering both philosophy and cognitive sciences but also the disciplines that are near to them,
such as AI, computer sciences, and linguistics. For this reason, we embarked on an analysis of both
the computational and theoretical problems that connectionism currently has. The second aim of
this work is to advocate for collaboration between neuroscience and philosophy of mind because the
promotion of deeper multidisciplinarity seems necessary in order to solve connectionism’s problems.
In fact, we believe that the problems that we detected can be solved by a thorough investigation
at both a theoretical and an empirical level, and they do not represent an impasse but rather a
starting point from which connectionism should learn and be updated while keeping its original and
profoundly convincing core.

Keywords: connectionism; connection theory; cognitive rehabilitation; neuropsychology; philosophy
of science

1. Introduction

The relationship between philosophy and science has always been complementary. In
fact, like it or not, these two disciplines were born from the same big question: who are we
as humans?

Philosophy and science were, in fact, born simultaneously among the presocratic
philosophers who questioned themselves about nature and its meaning; these kinds of
discussions led to mathematical and philosophical considerations about the world and
its perfection [1]. Until Socrates’ time, philosophical inquiry concerned investigations
into numerical principles, celestial motions, and inquiries into the origins and dissolu-
tions of all things. This intellectual tradition also extended to the observation of celestial
bodies, including the stars, their spatial relationships, and their trajectories, alongside
the examination of celestial phenomena [2]. The early philosophers held the conviction
that knowledge could be acquired through direct exploration and analysis of natural phe-
nomena [3]. This collaboration between philosophy and science did not stop with Greek
philosophers but has always involved both philosophers and scientists, like Schrödinger,
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who actively contributed to this discussion. Erwin Schrödinger’s “Nature and the Greeks” [4]
and “Science and Humanism” [5] provide insightful reflections on the relationship between
nature, scientific inquiry, and humanistic values. In “Nature and the Greeks”, Schrödinger
explored the philosophical underpinnings of ancient Greek thought and its influence on
modern scientific understanding. He highlighted the Greeks’ profound appreciation for
the interconnectedness of the natural world and their pursuit of fundamental principles
governing the universe. On the other hand, in “Science and Humanism”, Schrödinger delved
into the broader implications of scientific discoveries and their impact on human society
and culture. In this work, he emphasized the importance of integrating scientific knowledge
with ethical and moral considerations, advocating for a holistic approach to understanding
and addressing humanity’s challenges. Overall, Schrödinger’s works offer a synthesis
of scientific insights with philosophical and humanistic perspectives, inviting readers to
contemplate the deeper significance of scientific exploration within the context of human ex-
istence. Another scientist who has been involved in exploring the interconnections between
science and philosophy has been Wilson [6], who, from the point of view of a biologist,
theorized that the very end-line of science and its intrinsic explanation should reside in
the humanities and especially philosophy because only such disciplines could provide a
satisfying explanation of science itself. In his work, Wilson advocates for the integration of
diverse fields of study and encourages researchers to seek common ground in their pursuit
of understanding the complexities of the universe. Today, while science, driven by technical
evolution, moves increasingly fast and philosophy shows some problems in catching up
with it, it is not always possible to ignore such relationships, especially in some disciplines.

One of these is the case of neurosciences and their relationship with philosophy of
mind. The study of brain functioning is decidedly complex and is intrinsically linked to
the experimenter himself and to his brain, which is used to analyze human brains from a
third perspective. It is undeniable that the fascinating appeal of the philosophy of mind has
driven several scientists toward different theories of mind, although this relationship does
not always work successfully. For example, consider what Lombroso [7] and phrenology,
in general, did by creating a sort of pseudoscience built on false beliefs and bringing on a
theory that lacks the structure of a scientific theory. So why was phrenology believed to be
true? Probably for historical and cultural reasons, i.e., it was convenient to believe so; in
fact, this theory was coherent with the beliefs of the time.

Advances in technology have given us the opportunity to analyze big data, and
therefore, theories like Lombroso’s probably cannot be followed nowadays by scientists.
However, the methodological procedures used to analyze these data are based on principles
and assumptions that require a profound dialogue between philosophy and science [8,9].

The philosophy of science is hardly something new, and it has a long and fruitful
tradition. A fairly recent noteworthy effort in this sense has been made by Heller [3]. In his
work, he explores the intersection of philosophy and science by delving into the compatibil-
ity of these disciplines and examining how philosophical inquiry can truly enrich scientific
practice. In this framework, the role of philosophy is central to clarifying scientific concepts,
solving conceptual issues, and fostering critical reflection within scientific communities [10].
Therefore, philosophical engagement with science is essential for addressing foundational
questions and advancing scientific knowledge [11]. For this very reason, this inherent
interdisciplinarity we are attributing to connectionism is something that could help it solve
its problems because such problems are philosophical, computational, and neuroscientific
at the same time, and philosophy has always been concerned with all of these disciplines.

Following these ideas, this work aims to raise the problems that a classical connec-
tionist theory [12] can cause and problematize them in a current cognitive framework,
considering both philosophy and cognitive sciences but also the disciplines that are near to
them, such as AI and computer sciences [13] and linguistics [14]. We will do so by following
the map reported in Figure 1.
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2. Connectionism

Connectionism is a theory that holds in itself some peculiarities from AI, philosophy
of mind, and neurosciences and has shown a great deal of effort in this interdisciplinarity
process we are advocating here. The basic assumptions of such a theory are the following:

A. Connectionism is a physicalist theory that assumes that our mental states are identical
to our brain states [15].

B. Connectionism implies a strong and strict reductionism: all our mental states must be
reducible to our brain states, and nothing can be cut off from this reduction [16].

C. In addition, connectionism assumes that artificial neural networks are mirroring
systems of our biological neural networks. Therefore, by studying the first, we can
uncover a lot about the second [17].

D. This theory is based on AI models and neural models. It uses AI to explain neural
functioning [18].

Connectionism is classically considered a form of physicalism or materialism, i.e.,
the idea that the mind and the brain are identical and every mental state is, in fact, a
brain state. While many authors have developed alternative physicalist theories that differ
from each other because of very few things, such as views on qualia, e.g., eliminative
materialism [19] versus the non-elimination of qualia [20], strictly philosophically speaking,
connectionism falls under such a denomination. Such theory differs from other versions
of materialism because of its deep attention to AI machine learning systems and their
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development and because of its deep link with neuroscience; that is the most remarkable
aspect of this theory, as we will see throughout this entire work, along with its profoundly
multidisciplinary core and its adherence to new scientific evidence we currently have at
hand, that differentiates it deeply from other physicalist theories of mind such as property
dualism [21] or behaviorism [22].

Suppose we look at alternative theories to materialism, such as substance dualism [23],
i.e., the idea that the mind and the body are two different substances or even functional-
ism [24], and the classical computational theory of mind [25]. There have been other forms
of materialism linked to the neurosciences, and the most famous one is perhaps Searle’s
biological naturalism. Searle thought that, in the end, the mind would be finally explained
by neuroscientific discoveries. However, even if Searle’s theory is the closest to connection-
ism in terms of philosophy of mind, connectionism, in our opinion, has a more complete
approach because it has, at the same time, a philosophical backup, a computational one,
and a neuroscientific one.

Finally, we are taking into consideration connectionism here, because when other theo-
ries of mind lack neuroscientific integration [26] and a consequent philosophical coherence,
connectionism has been distinctive. After all, it made a strong effort to implement AI and
neuroscience into a philosophical theory.

As technology, AI, and research advance, this theory shows even more evident limits
and problems that need to be solved in order to improve it as it is. This means that we
do not have to discard the theory in its entirety or pursue some kind of anti-reductionism.
But, for the reasons we are going to discuss shortly, it is undeniable that connectionism
needs improvement, and it needs to go some steps further, presenting what we define as
computational and theoretical problems and some corollary concepts that have emerged
in the last few years in the philosophy of mind. In our opinion, these aspects should be
analyzed in a connectionist framework, where we consider deep learning to be the younger
and more advanced sibling of artificial neural networks. For this reason, we maintain that
this theory still has strong theoretical power within itself. For instance, if we consider the
aforementioned models as models having some sort of mirroring of the power of human
cognition, then we should only consider unsupervised models, as humans—for the most
part—learn in an unsupervised setting, i.e., that we are not told what the world is, we just
discover it [27].

Therefore, since we have even more sophisticated technologies today that could
definitely support an updated connectionist theory, our effort seems even more justified.
For instance, some recent research efforts [28] have shown how learning algorithms that try
to mimic the way humans learn are not that farfetched and, in fact, could be game-changing
in finding a mathematical abstraction of the neurobiological mechanisms that lie at the
basis of human brains [29].

3. Computational Problems

Given these premises, it seems necessary to investigate what connectionism has not
done, how it can be improved, and its main problems. The following two sections will list
some problems that raise computational issues within the theory, that is, problems that
create impasses on the computational side of connectionism.

First, the theory has not clearly explained the terms of the comparison between
artificial neural networks and biological neural networks. So, a question arises: is this
comparison literal? Is it not? If the comparison is literal, this may arise, and actually,
it has already arisen [30], raising some issues. These issues concern the fact that if we
consider only a connectionist model, this model cannot always make sense. That is, a
model without a strong theory keeping it together is somewhat meaningless, at least
philosophically speaking. And, unfortunately, connectionism has been focusing on the
model (artificial neural nets), leaving aside all that philosophical account that it must take
into consideration. Take, for instance, the huge use of neural networks that we have both in
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clinical [31] and experimental settings [32]. In most of these cases, the outcome is a strong
cluster of evidence, not relying on a strong theory.

Therefore, a big issue concerning connectionism is that the theory stopped considering
scientific advancements in both AI and neuroscience. This is a problem because the theory
has stopped evolving, probably also due to the lack of philosophers concerned with it,
and because today philosophy of language is the main area of investigation in analytic
philosophy [33,34].

In parallel, connectionism, even though computational linguistics has made important
advancements [35], especially in collaborating with deep learning approaches, has not
followed these advancements. When classical connectionist theory is applied to computa-
tional linguistics and the philosophy of language, it gives the feeling of being obsolete for
two main reasons:

(1) It does not consider the advancements in computational linguistics: since symbol
manipulation is the basic trait of computational linguistics, we need to be sure that
linguistic symbols are, in fact, reducible to neural connections [16].

(2) The most evident consequence of our former reason is that connectionism does not
try to inscribe itself in a theory of language, probably because the symbolic part of the
theory remains unclear [36].

This lack of a link between connectionism and a theory of language should be em-
phasized: if we want to investigate our minds, one special place should be given to our
language; that is the utterly important tool we have for conceiving thoughts [37]. As
a matter of fact, if in the 1990s a theory of mind could distance itself from a theory of
language, this cannot happen today, where the problem of cognition is extended to all areas
of cognitive science.

One last major problem that has stopped connectionism from being a coherent theory
of mind is linked to its epistemological basis; that is, connectionism inherently declares
some sort of externalism, but this has never been stated clearly or theorized properly.
However, in this picture, where we are considering the strong reductionist aim of the
classical theory [38] we are referring to, it seems clear that internalism cannot be considered
a possible epistemological starting point in a theory such as connectionism. But can
it be discarded before being discussed? And can some sort of implicit externalism be
hypothesized and assumed? That represents an issue. In fact, if externalism is somewhat
hinted at by the theory, the explanation concerning it is only constructed referring to
artificial neural networks [39] where some explanations, including artificial neural networks
(or ANNs) in the light of their relationship with our brains, are needed. In 1996, Paul
Churchland [12] suggested one of the main features of connectionism by describing how
our brains work with an interesting analogy: our computational ability is described as
billions of pixels combined, like a very tall and widescreen composed of several different
screens. This is, according to a classical connectionist theory, how the brain can represent
the external world. Every part of this system described in this way is somewhat watched
by some other parts; this is called parallel processing, and it is what gives us the actual
ability to understand what is happening in our brains, at least internally [40]. As it seems
obvious, such a connectionist description of our way of capturing and understanding the
outside world is not one hundred percent compatible with an externalist epistemological
approach, i.e., the knowledge we have of the external world depends uniquely on the
external world itself. However, the externalist solution is the one classically hinted at
by connectionism. Therefore, there is an evident philosophical gap here that needs to
be filled. Another problem concerning parallel processing is that we need at least some
neuroscientific evidence guiding us toward the actual acceptance of this instance. Research
has shown [41] that for now, it seems plausible but not completely agreed upon and
somewhat impossible to demonstrate. Therefore, a question arises: Should we ditch
parallel processing? Should we accept it for lack of a better alternative? Should we ditch
both parallel processing and externalism? In all fairness, there has been a large use of
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parallel processing in research [42–44] However, since the results are partially controversial,
the questions above remain open.

It seems, however, that the richness and fullness of humans’ cognitive experience
cannot be grasped at the current state of the art by current computational [45]. For this very
reason, there has been widespread advocacy for neural models that better capture human
reasoning by setting precise and definite boundaries on the brain’s functions, which such
models aim to represent [46].

In conclusion, the epistemological aspect of this theory seems to be a consequence
of the theory more than a part of it, and this represents an evident issue that needs to be
solved to have a useful, explicative, and complete theory of mind that starts from some
connectionist assumptions.

However, it is worth noting that some may argue [47] that since consciousness and
human performance are not directly intertwined with AI models, the scientific aim of such
models may vary following the explanatory goals of such models, which should not be
presupposed as being a mere mirroring of the human mind. It remains to be seen whether
the first assumption of the latter statement is true, and it should be one of the goals of a
modern connectionist theory to unravel this game-changing point.

4. Theoretical Problems

In this section, we are going to investigate the theoretical problems we can find in
connectionism, i.e., problems that create argumentative and philosophical issues inside the
theory itself.

The first theoretical problem addressed here is the cognitive puzzle concerning
qualia [48]. This issue can be seen as separate from the others we have discussed and
are going to discuss because it is a general philosophical puzzle, i.e., more than one theory
of mind is concerned with it. The link between the problem of qualia and connectionism
is due to the fact that the theory does not state clearly how we should consider qualia.
It may seem that total reductionism and eliminative materialism [19] are implicit in a
connectionist theory. But, since this solution is problematic for many reasons we are going
to discuss shortly, perhaps in order to update connectionism, some other solution may
be more efficient and explicative. The classical connectionist theory of mind assumes a
reduction in qualia along with everything else [49]. However, the kind of reductionism
assumed on qualia by classical connectionism does not quite capture the issue of qualia as
a philosophical puzzle for the following reasons, and it may create more problems than the
one it solves:

(a) Reductionism on qualia does not provide an explanation.
(b) It is still unclear which mental states are designated as qualia and which are not.
(c) Eliminating something does not solve the problem that arises from the discussion

about that something.

Since qualia are strictly bonded to the external world and to our internal perception,
an externalist perspective on qualia or a reductionist one could create some problems.
Our bodies are the means through which we know, interact with, and understand the
outside world we live in. Through our bodies, we are able to know whether a room is
too cold, whether we are in pain, and whether we function well or not. Therefore, we
could say that we are in our body, which is, in turn, in this world. Claiming is, of course,
a philosophical challenge both because our personal interpretation of the outside world
is obviously subjective; hence, it cannot be experienced or explained by others, but also
because it is this experience that allows us to feel and perceive whatever we feel and
perceive. In order to understand why this is challenging, we could also add that even
if it is true that we do not feel what others feel and we do not, for instance, see what
others see, we could reasonably say that since our brains work like others’ brains, we
must feel, experience, or even see the same things [50]. This answer fits well in a daily,
commonsensical kind of inquiry, but if we want to really know whether we experience
the same things as other people when we do the same things as them, the answer is not
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that straightforward because knowledge and, as a part of it, experience is something often
internal to the subject and consequently, inaccessible to others, and it remains uncertain
whether the complete elimination or reduction in such experience can solve the problem.
On the other hand, we must keep in mind that there have been claims [51] against the
idealization of human cognition and the fact that it may not be as ideal as we bound it to be,
especially when we try to compare it with computational models. Therefore, an explanation
of qualia could even be seen as a human bug rather than an ideal functioning model.

In order to solve this issue, we should find a way to test and explain third-person
subjectivity, and qualia are the cognitive starting point for doing so.

In conclusion, qualia are still a problem in connectionism, and this problem must be
assessed first and then solved as soon as possible.

Another theoretical problem that, considering today’s research on AI, seems quite
evident is linked to a more ethical and epistemological take on AI. This issue is linked to
the effective explainability of AI systems’ internal computations and the so-called black-
box-like behavior [52].

The problem we are referring to is the so-called explainable AI or XAI problem, and, for
the reasons we will see shortly, it cannot be ignored when we draw a connectionist theory
of mind. The problem of XAI is, in fact, caused by a black-box-like behavior concerning the
internal computation of an AI device, and, of course, deep learning and neural networks
are not exempt [53]. This problem arises when the internal computations of a device
cannot be retrieved. Hence, a specific outcome is indeed obtained, yet without any clue on
how the machine reached such a result or on the internal computations that the machine
carried on in order to have such an outcome [54]. By exploring this problem, we also
experience yet another gap created by connectionist models, and this gap can be positioned
between us, as humans, and the machines we have built and designed. Philosophically
speaking, this is a gap in knowledge, i.e., something that creates a partial or complete
absence of knowledge. The implications of such a gap are extremely important, so many
have advocated for a clearer AI, an explainable AI [55], and more generally, some efforts
have been made to try and solve this problem [56]. For instance, this issue also concerns
medical diagnostic tools using AI [57] because the need for an explanatory computation is
absolutely necessary in a field concerned with human health [58]. For these reasons, many
efforts have been made both to shed light on the topic and to propose a new, explainable
way to carry on pathological inquiries using XAI [59,60]. Overall, this problem affects
not only connectionism as a theory but also a multitude of disciplines and parts of our
everyday lives, perhaps even more than we realize [61]. For these reasons, XAI was born
and theorized, and it really represents the need, expressed firstly by computer scientists but
today also endorsed by many researchers in various fields [62], of having an explanation
for the internal computations of an AI system but also of their outcomes. More specifically,
this issue is especially relevant within our scope because the black box-like behavior visible
in many AI systems today concerns those connectionist networks we are trying to compare
to our brains; therefore, if we do not know their internal computations, we may never know
our brains.

Philosophy and Neuroscience

Connectionism, in neuroscientific terms, is today known and methodologically applied
as connectivity theory [63]. And, when it comes to using the theory as an empirical posit,
we have recently seen many studies [64] using such a theory as a taken-for-granted one.

However, let alone the criticalities we have highlighted throughout this entire work
and that have been highlighted by many [30,65–68], we also have at hand some neuroscien-
tific evidence that, if interpreted in the present frame, could lead us toward the need for an
urgent upgrading of the theory itself, for many important reasons.

First of all, it has been shown that connectivity among children is rather different
from connectivity in adults [69], making the connectivity theory something that is not
always a fixed piece of theory that one can interchangeably use as a theoretical base for
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empiric efforts. For instance, language is understood to be learned by children [70] very
differently from adults [71] and it has been postulated that this difference is specifically
due to their different connectivity [72], i.e., the different way in which their brains are
wired. But language is just a clue of a wider difference between children and adults that
seems even more important when it comes to pathological instances such as ADHD [73],
DCD [74], neonatal stroke [75], and even low birth weight [76].

This distinction between healthy individuals and pathological ones is also evident
in adults, where differences in connectivity have been spotted in cases of insomnia disor-
der [77], attention deficit disorder, hyperactivity disorder, and bipolar disorder [78], also in
Alzheimer’s disease [79], and in cases of schizophrenia [80]. For instance, in schizophrenic
patients, there has been a reduction in the functional connectivity of the insula and an over-
all abnormality of the entire area [81], and in Alzheimer’s disease and aging, the reduction
of both gray and white matters implies a reduction in the brain’s connectivity [82].

These are just a few examples taken from the rather large literature on the topic
to show that interindividual variety in the brain [83] is way too important to keep the
connectivity theory as it is; that is, the theory should not be canceled, but rather it should
be innovated and used as a starting point for change. Such change should be devoted to
finding, studying, and treating connectivity in each and every brain, i.e., in individual
brains, without the extensive generalization that is today the main issue we have spotted
in the neuroscientific concept of connectivity [84].

Of course, our critique does not imply that connectivity is tout-court wrong at its core,
but the instruments it uses to reaffirm itself may not be that reliable, and for this reason, it
could have a different, richer organization than what we are now technically seeing with
the available instruments [85]. We hope that by defining the limits of this specific theory,
connectionism and, consequently, the theory of neuroscientific connection could improve
themselves by considering its limitations, which are probably due to the instruments it
uses to obtain the information that is underlying the theory itself; i.e., this is not a problem
of methodology but rather an instrument-related problem that we hope will be addressed
and solved in the near future.

5. Concluding Remarks

This paper aims to highlight some important problems of connectionism and anticipate
some solutions that will be thoroughly investigated in future research. This will be done
following the new evolution of both AI and neuroscience.

As we have seen, connectionism is a philosophical theory that has its merits; however,
it is also a rather old one, especially because it is not entirely philosophical but concerns
equally the neurosciences and computer sciences. For this very reason, and because these
disciplines are advancing and moving faster and faster, we need to formulate a new theory
based on connectionism that can keep up with such advancements.

In the end, it seems possible that once we solve these theoretical problems, connection-
ism will be:

(A) As complete and coherent as possible.
(B) Ready to move on and outmatch itself.

Point (B) will presumably create a shift in paradigm, giving place to a revolution [49]
both in philosophy and neurosciences and giving birth to a kind of neuro-philosophy [86–88]
that sees the collaboration between different research as its main strength.

This collaboration and the promotion of deeper interdisciplinarity are necessary for
several reasons. For once, neuroscientists are not philosophers, and, of course, philosophers
are not always equipped to investigate neuroscientific issues. Also, a two-way collaboration
could solve philosophical impasses and ever-lasting problems, and it could provide a strong
evidence-based foundation for cognitive philosophy. On the other hand, it could also allow
a real evolution in neuroscience, one that has never been seen before. Philosophical support
is necessary if we want to have a theory of mind that has consistency and coherency, not



Philosophies 2024, 9, 41 9 of 12

only internally but also externally, i.e., in the relationship between the theory itself and
other adjacent disciplines.

Another reason why this collaboration must happen today is linked to AI and its
impact in our contemporary times. Deep learning and big data are today widely used
to interpret and clarify scientific data. However, they are not exempt from fallacies, and
their use raises more issues than we would like to admit. For instance, when the internal
computation of a certain model is lost in the model itself, this creates a huge knowledge
gap, usually called black box-like behavior. This gap cannot be filled only by AI, and it must
be solved by the conjoined effort between AI, philosophy, and neuroscience; otherwise, for
the reasons we have seen above, it will never be filled. This problem is evident when we
consider ontology as the basis of AI: in a system, we must operate following both some
kind of epistemology and some kind of ontology. However, an ontology of a model based
on an input/output dialogue can only create an epistemic gap, i.e., a gap in knowledge
and in the theory of knowledge that is a priori assigned to these systems. Therefore, the
issue with artificial neural networks is that such systems do not have a precise ontology,
i.e., they work very well with coherency, but the human brain is not always a coherent
system. Therefore, if we want to understand our brain, we should look at exceptions, and
more specifically, at exceptions that are still able to fit into a wholesome system. In fact, if
we look for those exceptions, we realize that we have quite a large scientific literature in the
neurosciences that considers exceptional cases where some lesions or congenital problems
do not correspond to a visible physical impairment [89–91].

However, if we consider AI structures using modeling [92], we realize that their
strong ontology-based behavior could be a great starting point to postulate a hybrid
model artificial neural network system that could be the computational key to upgrading
connectionism; in other words, a strong ontology applied to artificial neural networks could
be the game-changing element [47]. Given this theoretical and empirical apparatus, the
next philosophical step would be to open up to new perspectives and to re-interpret the
connection theory in neuroscience as well as the philosophical structure of connectionism.
Finally, we believe that the problems we have analyzed in this work can be solved by a
thorough investigation at both a theoretical and an empirical level, and again, they do not
represent an impasse but rather a starting point from which connectionism should learn
and be updated while keeping its original and profoundly convincing core.
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