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Abstract: Silicon neurons are bioinspired circuits with the capability to reproduce the modulation
through pulse-frequency observed in real neurons. They are of particular interest in closed-loop
schemes to encode the control signal into pulses. This paper proposes the analog realization of
neuromorphic silicon neurons with fractional dynamics. In particular, the fractional-order (FO)
operator is introduced into classical neurons with the intention of reproducing the adaptation that
has been observed experimentally in real neurons, which is the variation in the firing frequency even
when considering a constant or periodic incoming stimulus. For validation purposes, simulations
using a field-programmable analog array (FPAA) are performed to verify the behavior of the circuits.

Keywords: neuromorphic; silicon neurons; pulse-frequency modulation; fractional operator;
field-programmable analog array

1. Introduction

Neuromorphic engineering is a discipline inspired by the working principles of the
biological nervous system to develop both hardware and software that are more efficient.
Carver Mead, who believed that the brain could be at least 10 million times more efficient
than digital technology [1], proposed analog silicon systems as the technology capable of
imitating neural systems [2]. Examples of neuromorphic engineering include investigations
into neuromorphic computing to develop new hardware technologies capable of mimicking
the topology of the brain. In software, brain-inspired algorithms, such as artificial neural
networks, have shown remarkable success [3].

Among the many areas of research in neuromorphic technologies, this work is inspired
by the way in which biological neurons transmit information in the form of pulse trains. In
particular, the concept of pulse-frequency modulation (PFM) emerged as an abstraction
from the study of neuronal communication links in physiological control systems [4]. The
application of PFM in current technologies has already provided the first fruitful results.
For example, the use of PFM as a modulation technique for switching regulators has been
shown to be more power efficient at low load conditions than other alternatives, such as
pulse-width modulation (PWM), because it reduces the losses associated with the number
of commutations [5]. In fact, switching regulators currently available on the market use a
combination of these techniques.

In the field of control systems, the concept of neuromorphic control (NC) has recently
emerged. It relies on neuron-inspired modulation techniques to encode the controller signal
into pulses that mimic the operation of the biological motor system [6]. PFEM provides
robustness to noise because it encodes information in the distance between pulses rather
than in amplitude. It has also been found to be particularly good at improving the precision
of actuators, even in cases of poor behavior. For example, unlike PWM, PFM naturally
handles static friction in DC motors because the energy delivered by each pulse can be
tuned to overcome static friction at any time [6].

Silicon neurons are low-power circuits that reproduce the spike-based models of
neurons and constitute the main building blocks for the implementation of neuromorphic
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systems. They are hybrid analog/digital very-large-scale integration (VLSI) circuits that
emulate the electrophysiological behavior of real neurons and are suitable for implementing
the real-time interaction of a neuromorphic system with its environment. There are many
types of silicon neurons that vary in complexity depending on the application. In particular,
biophysically realistic models that emulate the detailed internal dynamics of the neuron can
be found in the literature, such as the Hodgkin—-Huxley model as well as basic circuits that
attempt to directly mimic the spike-like output of real neurons, such as integrate-and-fire
(I&F) circuits [7]. This paper focuses on the latter. In this sense, a proposal for such a type of
circuits is the fractional-order (FO) I&F neuron, which is able to model the firing frequency
adaptation observed in real neurons to constant or periodic stimuli by introducing only
one parameter, the order of the operator [8].

A field-programmable analog array (hereafter, FPAA) is an integrated circuit using
switched capacitor technology that provides the ability to configure an analog signal
processing system. The FPAA consists of an array of configurable analog blocks (CABs) that
contain the resources to implement comparators, gain blocks, dividers, multipliers, filters,
adders and subtractors, among other functions. FPAAs offer control designers new ways in
simple and rapid verifying and prototyping of the analog implementation of controllers [9].
FPAAs take relevancy in the research of neuromorphic algorithms because they are the
main alternative in the analog domain to digital prototyping with field-programmable gate
arrays (FPGAs).

Recently, two applications related to the FPAA-based implementation of the FO oper-
ator have received much interest: FO chaotic systems and FO filters. With respect to the
former, Charef’s approximation of the FO operator has been implemented in, e.g., [10-12].
For analog FO filters, the realization of the operator using partial fraction expansion (PFE),
Oustaloup’s (in its classical and modified versions), Matsuda’s, and Charef’s methods
can be found in [13]. Likewise, an implementation based on Oustaloup’s approximation
combined with a curve-fitting-based method has been proposed in [14] for power-law
filters (transfer functions raised to an FO) and using particle swarm optimization in [15]. A
comparison study on the Carlson, continued fraction expansion, Padé, Charef, and curve-
fitting approximation techniques can be found in [16]. The curve-fitting methodology is
tested for double-order filters (FO filters raised to an FO) in [17].

To the best of the authors” knowledge, there is only one paper that uses FPAAs
to implement FO neurons. The type of neuron implemented there is known as the
FitzHugh-Nagumo neuron, which is not expected to be used for signal modulation in
control systems, but it has potential use in spiking neural networks [18].

This paper explores the functionality of the Anadigm® AN231E04 circuit for the analog
implementation of silicon neurons and fractional operators, as well as their combination,
for use in control applications. Three types of integer-order neurons are implemented in
the FPAA, two of which are classical circuits that have been adapted to this technology,
while the third is a neuron proposed here to perform PFM correctly. Three types of FO
operator implementations are compared. Finally, FO variants of two different types of
neurons are proposed based on our previous results. The Anadigm programming and
simulation environment is used to verify the behavior of the designs.

After this introduction, Section 2 covers some basics about silicon neurons and the FO
operator that are necessary for understanding the rest of the paper. Section 3 contains the
description of the implementations of both the selected silicon neurons and the FO operator
in the Anadigm FPAA. Section 4 shows and discusses the results obtained by simulating
the proposed analog circuits. Conclusions are given in Section 5.

2. Fundamentals

This section contains the basics of biological neurons, PFM, silicon neurons by types,
the FO operator, and fractional neurons.
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2.1. Biological Neurons

Real neurons transmit information in the form of spikes called action potentials. Evo-
lution has found this type of representation to be more efficient and reliable for transmitting
information compared to continuous signals [6]. At rest, the cell membrane has a negative
polarization. An incoming stimulus causes the depolarization, which is an increase in
the membrane voltage. The summation of these stimulus-induced depolarizations is also
known as integration. When a threshold is reached, a positive feedback loop is activated,
causing the neuron to depolarize even more. When the peak is reached, the membrane
voltage returns to the negative resting state. This short upward and downward variation
in the membrane voltage is the action potential. As action potentials do not change their
shape, information is conveyed in the timing of action potentials. The elapsed time between
action potentials is known as the inter-spike interval (ISI). Figure 1 shows the evolution of
membrane voltage in a neuron.

13t ISI 31 ISI

Action
4~ potential

Threshold

Membrane voltage

Integration of
stimulus

Figure 1. Illustration of action potentials in biological neurons.

2.2. Pulse-Frequency Modulation

PFM originated as a modulation technique inspired by the output of biological neurons.
The amplitude information of the input signal is encoded in the spacing between impulses
or pulses of constant width [4]. Therefore, the output can be represented as a succession
of pulses:
() =AY 5t~ ty) 1)
k>1
where z(t) is the output of the PFM, A is the amplitude of the pulses, J is the Dirac delta
function or unit impulse, and t; is the instant at which the k-th pulse is fired. For PFM that
fires pulses with non-zero width, i.e., rectangular pulses, the output is described by:

z(t) = A Y [0t —tx) — 0(t — tp — )] )

k>1

where t, is the width of the pulse or high state duration, and 6 is the unit step function.
The time between pulses also satisfies t;, +t; = t; — t;_1, where t; is the duration of the
low state. A representation of the output is depicted in Figure 2. The most common PFM
variant, and the one closest to biological behavior, is the integral PFM (IPFM) [19], which
determines the firing instant t; by integrating the input until a certain amount Kj;, called
threshold, is reached, i.e., t

vt = [ x(t)dt = K ©

tr—1

where x(f) and y(t) are the integrator input and output, respectively. After each pulse is
fired, the integral is reset, which is denoted by:

y(t) <0 4)
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Traditionally, neuron models have only considered positive inputs, leading to the
concept of single-signed IPFM (SS-IPFM), which includes a rectifier at the input to avoid
negative values (x(t) > 0), as shown in Figure 3.
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Figure 2. Illustration of output pulses in PFM and some I&F neurons.
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Figure 3. Schematic of SS-IPFM.

2.3. Silicon Neurons

Silicon neurons, also called just neurons, are circuits that use the silicon medium to
reproduce the dynamics of real neurons. There is a wide variety of silicon neurons whose
structure depends on the application and the fidelity to reproduce the different dynamics
of real neurons.

2.3.1. Integrate-and-Fire Neurons

Early designs of silicon neurons were used to mimic the firing frequency of real
neurons by simply using a resistor—capacitor (RC) circuit, leading to the concept of 1&F
neuron models [20]. I&F neurons have, at least, the following four properties: (1) a
threshold is set; (2) the input is integrated, usually using a capacitor; (3) a spike is fired
when the integration reaches the threshold; and (4) the neuron returns to the resting
state to begin another cycle, which is usually performed either by a shortcut between the
ends of the capacitor or by feeding a negative input. These are the common approaches,
but there are infinite cases. It is important to clarify the difference between I&F and
IPFM concepts. 1&F encompasses a wide variety of integration and firing processes that
model neuron behavior where the input-output relationship may be nonlinear. In contrast,
IPEM uses a specific integration and firing process, which was originated as a modulation
technique, where the dependence of the average output on the average input must be
linear. Appendix A includes an explanation on how to relate IPFM to other neuron models.
The simplest I&F circuit consists of a single capacitor, as shown in Figure 4a. It is charged
by a positive input current and can be reset by connecting a switch in parallel. Each
time the voltage reaches the threshold, a spike is fired by a secondary circuit, ®, and the
neuron is reset by a brief commutation of the switch. Note that, in contrast to the biological
dynamics of membrane voltage, the integration and generation of pulses (representing
action potentials) are separated. The voltage evolution in the capacitor is given by the
following two equations:

te
Valt) = o [ i(t)dt = Vi ®)

Cin iy
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Va(tf) <0 (6)

where C,, is the membrane capacitance, i(t) is the instantaneous current through the
capacitor, V4(t) and Vy,, are the voltage across the capacitor and the voltage threshold,
respectively, f; is the instant at which the k-th pulse is triggered, and V4(0) = 0 denotes
the initial condition. In this case, (3) and (4) are imitated by this simple circuit. It is worth
mentioning that constants C;, and Vj;,, can be combined in a single threshold K}; 4 with the
value Ky; 4 = CVipy

Figure 4. Illustration of (a) simple I&F neuron circuit and (b) A-H circuit. Adapted from [7].

2.3.2. Axon-Hillock Circuit

The Axon-Hillock (A-H) circuit is the evolution of the first I&F models, resulting in
one of the simplest implementations of a silicon neuron for rectangular pulse generation.
The circuit (Figure 4b) comprises the input current, a positive feedback loop created by
an amplifier and two capacitors that form a capacitive voltage divider, and a constant
discharging current controlled by a switch. It was used for control purposes in [6]. Its
output is determined by an integration at two different rates around a threshold, i.e., the
integral is not reset to zero. First, the integral Vp(t) of the input signal is performed until
the threshold Vy, is reached, which provides the time to the first pulse. Second, the circuit
adds an offset AV to the integral (AV = VppCy/(Cy + C2); expression derived from the
capacitive voltage divider) and the input signal is replaced by a negative constant input
until the threshold is reached again, but from above, which determines the width of the
pulse. Third, the same offset is subtracted from the integral and the integration of the
input is started again for the next low duration. The variation of the integral signal Vg (t) is
illustrated in Figure 5. This circuit is valuable because it is compact, consumes low power,
and uses asynchronous strategies to determine the time in the high state. More details
about the analog implementation of this circuit and its variants can be found in [2,7].
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Figure 5. Evolution of the integral (Vg (t)) in an A-H neuron.
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The evolution of Vj(t), after reaching the threshold the first time, is determined by the
following set of equations:

1 t . .
Valt) = Vi —AV+ = [ i(t)dt i Vp(t) < Vi
CB Jte 1+t
VB(f]:r) — Vi + AV if VB(tk) = Vinr %
1 t .
Vp(t) = Vi + AV — ¢ /. Lyis dt if Vg(t) > Vinr
B Jitg
Ve ((te +tn) ") < Vi — AV if Va(te +ty) = Vir

where Cp is the parallel of capacitors C,;; and Cp2, and I is the discharging current. Also,
Cp and AV can be combined in a single threshold K;; g with the value K;; 5 = CgAV. The
output is described by:

2a(t) {A if Vg (t) > Vi -

0 if Vg(t) < Vi
With regard to an A-H neuron, it is important to remark the following issues:

1. It does not actually implement IPFM, but something that is very close to it, for
narrow pulse widths. Therefore, in the next section, a new type of neuron capable of
performing PFM is proposed and compared to the A-H neuron.

2. It cannot be directly reproduced in the FPAA because individual electronic com-
ponents cannot be used. However, CABs, which can implement integrators and
comparators, are available in an FPAA and can be used to mimic the input-to-output
behavior based on analog principles. Having a quickly configurable neuron could
help to verify designs prior to the final fabrication of the silicon neurons.

2.4. Fractional Operator

The Riemann-Liouville definition for the FO derivative of order a € [0, 1] is defined
as follows:

1 o fo) o
Df(t)_F(l—a)E/() (T AR v iy ®)

where I and * denote the Gamma function and the convolution operation, respectively. In
this definition, the FO derivative of a constant is not equal to zero, which can be observed
in the power-law decaying kernel. Its Laplace transform for zero initial conditions can be
expressed as:

L{Df(1)} = s"F(s) (10)

The Oustaloup approximation, also known as the Oustaloup recursive method, con-
sists of the product of pairs of poles and zeros to approximate the FO operator, D%, with

a € [—1,1], as follows:
N

s+ w;
" =~ Cy | | -tk (11)
k=1 S+ Wpy

where w;, and wy, are the frequencies of the zeros and poles, respectively, N is the order of
the approximation, and Cj is a constant. This approximation is valid in the range [wy,wy],
where wj, and wj, are the low and high transition frequencies, respectively. The correct gain
at 1rad/s, whichis |(jw)*| = 1, can be adjusted by Cy, but if 1 rad/s is outside of [w;, wy],
the gain can be adjusted at any other suitable frequency instead [21].

This approximation can also be expressed using PFE as the sum of first order transfer
functions and a constant, i.e.,

Ci

TiS +1

o

s* & co+ (12)

=

where ¢, ¢;, and T; are constants.
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2.5. Fractional-Order Integrate-and-Fire Neurons

Recently, new models of silicon neurons using FO operators have emerged to model
the spike frequency variation, also known as adaptation or accommodation, observed
in some types of real neurons in response to constant or periodic stimuli. Integer-order
models predict that, for this kind of input, the spikes should follow a uniform pattern over
time. In [8], an FO model was utilized to describe experimental data where adaptation
was relevant. It is thought that these dynamics can provide neurons with additional
mechanisms for the transmission of information, such as

CyDVE(t) = i(t) (13)

where & € (0,1] in this case, and C; and Vy are the capacitor and the voltage in this
fractional model, respectively.

3. Analog Implementation

This section addresses the analog implementation of the silicon neurons considered
in this work using the AN231E04 FPAA from Anadigm®. Firstly, details of the FPAA are
given from both hardware and software perspectives. Then, the implementation of the
neurons are presented based on the description in Section 2.

3.1. Anadigm’s FPAA

The AN231E04 device is one of the dynamically reconfigurable FPAAs in the family of
integrated circuits offered by Anadigm®. It consists of, depending on the development kit,
one, two or four FPAA modules. Each FPAA has seven analog input/output (I/O) cells
and four configurable blocks. Every CAB contains two op-amps, a comparator, banks of
programmable capacitors, and a collection of configurable routing and clock resources. For
complex signal processing, it is common to connect several FPAAs together. Its architecture
is illustrated in Figure 6. Configuration data are stored in an on-chip static random access
memory (SRAM) and configuration can be changed dynamically.

FPAA programming is carried out with the AnadigmDesigner2 software (version 2.2.7),
a visual programming environment using high level block diagrams. The FPAA modules
are represented as subsystems, while each circuit function is represented by blocks de-
nominated configurable analog modules (CAMs), which are made up by the resources
available from CABs. CAMs must be connected by wires, making up a schematic. In this
environment, it is possible to deal with continuous or sampled signals. When the labels
®; and P, appear next to a pin, it indicates that the corresponding input of that CAM is
sampled on phase 1 or 2, respectively, with respect to its own CAM clock, while for output
pins, it indicates that the output changes only during the specified phase and is held or set
to zero during the opposite phase, also referred to as half-cycle signals.

The relevant considerations related to the analog processing of signals derived from
its architecture are summarized next:

1.  The FPAA uses switched capacitor technology, which mimics the behavior of other
components, such as resistors, by controlling the current flowing to or from capacitors.
Figure 7 illustrates the concept. One consequence is that the values of the parameters
of a CAM are quantized and limited to a frequency-dependent range. It also causes
some CAM signals to be sampled in one of two non-overlapping phases of the clock,
while others are processed in continuous time. Therefore, the clock frequency and
the phase in which the signal is processed affect the design process. Continuous-time
CAMs are preferred when possible.

2. The FPAA operates internally with differential signals centered around a mid-rail
voltage (VMR) of 1.5 V, which is the internal signal reference. Therefore, the common
mode voltage of the signals is 1.5 V. The differential mode ranges from —3 to +3 V.
Both differential and non-differential signals can be connected to the FPAA. In the
case of non-differential ones, the negative pin is connected to VMR.
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3. The CAMs can be configured as: (a) Integrators and Sumlntegrators, which are single-
input and two- or three-input integrators, respectively, with integration constants
programmable for each input (on the scale of ps~!) and with an optional reset func-
tion controlled by a comparator that is part of the same CAM; (b) Comparators, which
produce digital output levels that go high when the input is greater than an internal
programmable reference or an external signal; (c) FilterBilinears (BFs), which can be
programmed as low-pass, high-pass, and all-pass filters or as zero-pole pairs; (d) Gain-
Inv and GainHold, which are the continuous-time and half-cycle gains, respectively;
and (e) Sumlnv and SumDiff, which are the continuous-time and half-cycle summing
blocks, respectively, with three and four possible inputs, respectively. CAMs are
typically recommended to have a clock frequency of 4 MHz or less, with the exception
of comparators, which can be used at 8 MHz. Here, the highest clock frequency will
be used to achieve neuron behaviors closer to pure analog versions, i.e., closer to
mimicking asynchronous strategies.
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Figure 6. Architecture of an Anadigm® FPAA. Image extracted from user manual [22].
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Figure 7. Resistance as switched capacitor and non-overlapping phases.

3.2. Integer-Order Neurons

The proposed implementations of neurons in the FPAA are now explained. In particu-
lar, three types of integer-order neurons are considered.

3.2.1. Dirac Delta-Pulsed Neuron

The simplest implementation of an I&F neuron with an impulse-like output of the
form of (1) is achieved by reproducing (5) and (6) directly, which involves only one integral
with reset and a comparator. Figure 8a shows the block diagram of this neuron (DP neuron,
hereafter), whereas Figure 8b illustrates the evolution of the integrator output. Vpp = 3
V denotes the maximum voltage of the signals within the FPAA. From now on, i(f) will
represent the input in terms of voltage since it is the working domain of the FPAA, and, for
simplicity, only positive inputs are considered (i(¢) > 0).
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Figure 8. DP neuron: (a) block diagram and (b) evolution of the integrator output.

In the FPAA, an integrator block with reset option controlled by a comparator signal
fits the requirements. Figure 9 shows the schematic of this implementation in the Anadig-
mDesigner2 software. As can be seen, a single FPAA is employed. A wave generator is
connected as input to pins 01 and 02 (top-left corner). The output of the integrator will
be fed to the input of the comparator, whereas the output of the comparator will be the
impulse-like output. Actually, it is a pulse of 250 nanoseconds when using a 4 MHz clock
in the CAM (fs = 4 MHz). The output of the comparator is routed to an I/O cell in order
to make it accessible outside the FPAA (pin 39). Since all comparators of the CAMs are
either —2 or 42 V in differential mode internally, the I/O cell has been set to work in
“comparator mode”, which converts a comparator signal to a single-ended signal outside
the FPAA, between 0 and 3.3 V. The probes in the schematic indicate which signals of the
simulation will be plotted. Only the pulse train of the neuron is measured outside the
FPAA because it is the main signal. The intermediate signals, such as integrator output,
are testing points, i.e., signals to monitor the circuitry behavior. Measuring them outside
requires using additional resources. Furthermore, it is easier to interpret the differential
signals inside the FPAA than the two-pin signals outside the FPAA.

. Addrl: 2 Addr2: 255 AN231E04 LOAD ORDER: 2

off

off

off

FPAA2
Figure 9. Schematic implemented in AnadigmDesigner2 to reproduce the DP neuron.
Mathematically, the behavior is described by:

sA(1) = /T{‘i(t)dt (14)
S« 0fCP(ty) =+ Ve (15)

£ QA A
C{‘(t):{vLVC if SA(t) > U 6)

—Ve ifSi(t) < uf

where S(t) and C{!(t) are the output of the integrator and the comparator, respectively,
Ve =2Vand l,Ii4 and Tf‘ are the configurable parameters in the CAM, namely, the compara-



Fractal Fract. 2024, 8, 226

10 of 28

Integrator Comparator 1

tor threshold and the constant of integration, respectively. Comparing this implementation
with the IPFM theoretical model, the following relation can be obtained:
UuA
K = - (17)
b

where K/ is the equivalent threshold.

3.2.2. Axon-Hillock-Like Neuron

One way to generate an output similar to that of the A-H circuit in the FPAA is to
use two integrators with reset. The proposed implementation is based on the following
operating principles: (1) the input is integrated (S;) up to the threshold of the neuron
(Vinr1) and it is not yet reset but is ignored (it is ignored as in the A-H circuit); (2) when
the threshold is reached, a second integral (S;) with constant input is activated, which
will determine the time in the high state; (3) when the threshold of the second comparator
(Vinr2) is reached, both integrals are reset to start a new cycle; and (4) the signal S, is fed
to a comparator to obtain the output pulses. An illustration of the block diagram of the
implementation and the evolution of both integrals S; and S, are shown in Figure 10a and
10b, respectively. The first integrator output, S, replicates the behavior of V; (t) in the A-H
circuit (Figure 4b) during the low state (i.e., Vi < Vj;,), while the second integrator output,
Sy, reproduces it during the high state (namely, Vi > Vjy,,).

[ Jln 517 Vinrl

i(® f S1(t)

z(t)

Venr1

reset

Integrator 2 Comparator 2 r

=L [V

f S2(8)

I reset

_1
o 524 Vi

(a)

— >

Ih
(b)
Figure 10. A-H-like neuron: (a) block diagram and (b) evolution of the two integrator outputs.
Having sketched the general idea, the schematic used to reproduce the neuron behavior
is illustrated in Figure 11. It can be observed that it contains two integrators with reset, an
independent comparator, a voltage source (+2), an inverting gain, and an inverted summing

block. Its description is as follows. The first integrator block (top) receives the input signal i(t)
from the wave generator and integrates it until the pulse has been released, i.e.,

SB(t) = /TlBi(t)dt (18)
S?((tk+fh)+) — 0 ifCF(tk+fh) =+4+Vc (19)

CB (1) = {JrvC if CB(t) > UP 0)

—Ve ifCB(t) < Uub
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where S (t) is the output of the first integrator block, CP(t) and CJ(t) are the output of
the comparators of the first and the second integrator blocks (the latter, at the bottom),
respectively, and UP is the threshold of the comparator of the first integrator block. The
activation of the input of the second integrator block and, therefore, the trigger of a pulse,
is given by the independent comparator with output C¥(t) (middle right):

i CB B
—Ve ifSB(t) < uf

where UgB is the threshold of this comparator, which is, in fact, the neuron threshold Vy, ;.

, Addrl: 3 Adde2: 255 AN231E04 LOAD ORDER: 4
Q- — .
w 4 B Y $1
nl s reset off
0 \;a oY /£ !
n2

off

off

off

Figure 11. Schematic implemented in AnadigmDesigner2 to reproduce the A-H neuron.

In order to take only the positive part of this comparator output, a constant voltage of
2V is added by using the voltage block (middle left), the inverted summing block, and the
inverting gain (bottom right). Taken together, these three blocks act much like a half-wave
rectifier (RF(t)). Note that a half-wave rectifier block was not used instead because it was
observed to cause significant distortion in the dynamics. Therefore, the output of this set of
blocks is: 5

R?(t) _ {+VDD ?fcg(t) >0 (22)
0 ifCy(t) <0

The second integrator block receives the rectified signal and integrates it until it reaches
its own threshold, i.e.,

sit) = [ FREa (23)
Sg((fk+th>+) <~ 0if Cg(tk—Fth) =4+Vc (24)

(25)

B (t) = +Ve ifSB(t) > ub
—Ve it sB(r) <ub

where Sg (t) and Ug are the output and the threshold (V}, ») of the second integrator with
reset block, respectively. Finally, the single-ended output of this schematic is obtained by
feeding an I/O cell, operating in comparator mode, with the output CJ(#) (similar to the
previous implementation).
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The properties of the output pulses can be described by the following expressions:

uB

= =2 (26)
Tll
uB

th = 52 27)
Tz VDD

where 7 can be a constant input or the average value of i(t) over the time interval in which
it participates (tlB in this case). This model is related to the A-H model as follows:

KB =22 (28)
Ljis = VDD*; (29)

By making U} = U?, more similarity to an A-H neuron can be achieved. The value of
threshold Uf is chosen to reset the integrators Sf and S5 at the same time (e.g., Uf =0).

3.2.3. True-PFM Neuron

An alternative to the previously presented schematic to perform correct PFM modu-
lation is what we call the true-PFM (TPFM) neuron, which operates as follows. First, the
input (S1) is integrated up to the threshold (V}, 1) and immediately reset (similar to the
delta-pulsed neuron). Then, a positive feedback involving a second integrator (Sp) starts the
integration when the impulse of the previous integrator is received. The positive feedback
stops when the threshold of the second integrator (V}, ) is reached, which determines
the high state duration. Note that real neurons use positive feedback to generate action
potentials. Finally, the output S; is given as input to a third comparator to obtain the
rectangular output pulses (V3 close to 0). Figure 12a shows the block diagram of the
neuron, while Figure 12b illustrates a possible scenario for the evolution of the two integrals.

Integrator Comparator 1 VD D
O [ |80 = NN
Vinr1 51 Vthrl
T reset /
Comparator 3 L 0 R < >
| | | | by T4
Venrs z(t) i VDD
Integrator 2 Comparator 2
+
D | L s Vi
+ SZ(t) Vth.rZ
reset - 0 «—>
I
(a) (b)

Figure 12. TPFM neuron: (a) block diagram and (b) evolution of the two integrators outputs.
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The proposed implementation for the FPAA contains an integrator block, a summing
integrator block, two independent comparators, an inverted summing stage, and an in-
verted gain, as shown in Figure 13. The first integrator with reset, which behaves as a DP
neuron, is described by:

st = /Tlci(t)dt (30)
SS(H) « 0ifCE(k) = +Vc (31)

: C C
i) = {+VC if SC(£) > US @)

Ve ifS§(t) < uf

The output signal of the comparator Ci! is processed with a rectifier similar to the
previous implementation. The combined output of the blocks is then:

(33)

Rlc(t) _ +Vpp if C%(t) >0
0 if CS(H) <0

The integrator—adder block receives the rectified delta pulse from the first integrator
block and its own output, forming a positive feedback. The duration in the high state is
determined by the time it takes for the integral to integrate the sum since the delta pulse is
triggered until it reaches the threshold of its comparator:

S5(t) = [(EaRE(H) + 7585 (1))t 4

SS((te+t)T) « 0ifCS(h+1t,) = +Ve (35)

i cC C
S (1) = {+VC if S$() > U 6)

—Ve ifS§(t) <us

where 15, and 1§, are the integrator-adder block gains. Thus, the second integral follows
a differential equation of the form:

d
3755 (8) = 15555 (1) + 13, Vopd (t — ), S5(0) =0 (37)

whose solution is:
SS(#) = 15, Vppe™2 e (t — ) (38)

Note that (37) and (38) are simplifications in which a single pulse has been considered to
facilitate the following deductions. In particular, at the moment when the integral reaches
the threshold U, the following holds:

SS (b + th) = 5, Vppe™2h = U§ (39)

Since the maximum value of UZC is Vpp, Tfl must be less than 1. From (39), the
following expression is deducted for the high state duration:

uC
1 = % In{ ——2 (40)
T2 71 VDD

while the elapsed time between pulses is the same as in the DP neuron, i.e.,

uC
ISI =t +tf = - (41)
T1 1
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The equivalent threshold, Ke, is obtained as:

c

uy
C

T

K = (42)

LOAD ORDER: 5

off

off

off

off
off

FPAAT
Figure 13. Schematic implemented in AnadigmDesigner2 to reproduce the true-PFM neuron.

Table 1 contains a comparison of the three implementations of integer-order neurons,
namely DP, A-H, and TPFM neurons.

Table 1. Comparison of integer-order neuron implementations.

Characteristic DP Neuron A-H Neuron TPFM Neuron
- Tunabl Tunabl
Pulse width Non-tunable tnable B Hnanie c
A 1 B _ UZ 1 UZ
= = By = =1 cv
T VDD P 11YDD
. Linear Nonlinear Linear
Firing frequency AT B -1 e
A_H? uj U c_tu!
f uA f B = 73 + B 2 f uC
i PVpp 1
Two Integrators with Integrator and Sum Integrator
CAM needed Integrator with comparators with comparators
comparator Comparator Comparator
Inverting Sum Stage Inverting Sum Stage
DC Voltage Source DC Voltage Source
Inverting Gain Stage Inverting Gain Stage
Power consumption 40 mW 94 mW 96 mW

(software estimation)

3.3. Fractional-Order Operator

Figure 14 shows the schematics used to implement the FO operator in AnadigmDe-
signer2. Based on the two forms of the approximation of the FO operator (i.e., transfer
functions (11) and (12)), three different implementations are developed:

*  Setting up the BFs as zero-pole pairs in series to match transfer function (11), similar
to [23]. This implementation will be referred to as BFs in series. Each of these CAMs
has the following transfer function:

(43)
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where Gy is the gain at high frequencies, and f. and f; are the zero and pole frequen-
cies, respectively, with the condition:

Goe = ]f:;GHp (44)

where Gpc is the static gain. In this form, the number of BFs required is equal to
the order of the approximation to match the number of poles and zeros. Because the
BFs have an inverted output, when dealing with an odd approximation order, an
inverted gain must be connected to achieve a non-inverted operator. To implement
the constant Cy of (11), its value can be distributed among the BFs gains and/or the
additional inverting gain. Furthermore, as recommended in the documentation, the
I/0 cell is configured as an input with sample and hold that samples during phase 2.
Figure 14a shows the implementation for this case for an approximation of order three
(i.e., N =3).

e Using the BFs as low-pass filters, along with summing blocks and a gain, to obtain
transfer function (12). This implementation will be referred to as BFs in parallel. Each
of these CAMs has the following transfer function:

Vout(s) 27Tf0G

Viels) s+ 2mfo #5)

where fj is the corner frequency, and G is the gain. The CAM output can either be
inverted or non-inverted. To implement the FO operator in the PFE form, the num-
ber of BFs required is equal to the order of the approximation in order to match the
number of poles. The corner frequency in each CAM is chosen to be equal to each
pole frequency (fo, = (27T;)~1), while G is used to adjust the filter gain (G; = ¢;),
where subscript i denotes each zero-pole pair of the approximation. The constant
co is implemented as a gain block and it is added to the BF outputs thanks to the
summing blocks. When using half-cycle summing blocks, the output is held using
a sample and hold block or I/O cell configured as output with sample and hold. In
Figure 14b, the schematic of this implementation is illustrated again for an approxima-
tion of order three.

e  Using individual integrators and gains to assemble low-pass filters and thus transfer
function (12), similar to [24]. This implementation will be referred to as individual
integrators. Each negative loop making up the low-pass filter has the following

transfer function:
Vout (S ) o GTl

Vin(s) ~  s+Gmn
where 77 and 1 are the constants of the integration of the individual integrator, and
G is the value of the gain connected to it. The number of loops required is equal
to the order of the approximation, i.e., N integrators and N gains. The integration
constants are chosen to satisfy Gt, = Tl.*l, and 7T, ! = ¢; (again, subscript i denotes
the pairs zero-pole of the approximation). The constant ¢( is implemented through an
additional inverting gain. The loop outputs and the constant ¢y are added by using
summing blocks. The schematic of this implementation is shown in Figure 14c also
for an approximation of order three.

(46)

It is important to highlight that the implementation using BFs in series requires fewer
resources than the other two alternatives considered. This is because it does not require
summing blocks, resulting in a decrease in the number of CAMs used and, consequently,
in power consumption. Additionally, the free FPAA components could be utilized for other
tasks. However, in terms of versatility, the third option, individual integrators, may be
more suitable. In contrast to the use of BFs, where the placement of poles and zeros is
directly determined by the sampling frequency of the CAM, the poles in the third form
are linked to the values of the integration constants and the gain. This feature allows for
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a wider frequency range in which the approximation of the FO operator is valid and for
placing the band limits with less dependence on the sampling frequency.
LOAD ORDER: 2

LOAD ORDER: 3 |Add1'1: 2 Addr2: 255 AN231E04
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Figure 14. Schematic implemented in AnadigmDesigner?2 to reproduce a third-order approximation
of the FO operator using: (a) CAMs as zero-pole pairs in series, (b) CAMs as low-pass filters, and
(c) integrators and gains.

3.4. Fractional-Order Neurons

Many papers on fractional I&F neurons can be found in the technical literature. How-
ever, most of them are limited to the calculation of the mathematical equations and do
not deal with their analog implementation. Usually, the memory of the FO operator is
preserved during the operation of the neuron because it is computed separately, i.e., the
so-called memory trace is guaranteed [8,25]. In these works, the adaptation is observed to
have two properties at the output for a constant input: (1) the firing frequency decreases
or increases with time, and (2) the baseline frequency depends on the FO operator. The
existing works dealing with the analog implementation of FO neurons fail to achieve real
adaptation because they use an FO integrator that loses memory as soon as it is reset after
firing a pulse, as shown, for example, in [26]. Although the firing frequency is observed to
depend on the FO operator, the first property is not achieved.
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Here, to solve this issue, the combination of classical integer- and fractional-order
operators is used. In particular, the FO operator of order § = 1 — « is added to the block
diagram of each integer-order neuron before the first integrator for two purposes: (1) to
allow the reset of the neuron by means of the integer-order integral (local operator), and
(2) to preserve the dynamic memory (non-locality by time) thanks to the unaltered FO
derivative. Therefore, the proposed FO-I&F neuron is ruled by:

tk
y(t) :/t DPi(t)dt = K/, 47)

k-1

where DF is the FO operator of order § in the Riemann-Liouville sense, taking advantage
of the non-zero derivative of a constant. After each pulse is fired, only the integer-order
integrator is reset, which is denoted by:

y(tf) <0 (48)

Among all the silicon neurons, two types were chosen, namely DP and TPFM cases,
which will be referred to as FO-DP and FO-TPEM, respectively. This selection was based
on the fact that the A-H neuron does not correctly modulate its input for wide pulses, and
for thinner pulses, similar results would be expected. The analog implementation of an
FO version of the A-H neuron can be found in our previous work [27], where simulation
results in the MATLAB/Simulink environment are given to show its behavior. Figure 15
show the block diagrams of FO-DP neurons and FO-TPFM neurons based on this idea.

Fractional
derivative ntegrator Comparator 1

DPi(t) f S(t) | |

i

DB
Venr,

Fractional reset

derivative Integrator Comparator

10) e PO f $1(6) :i: 1l Comparator 3 nn
Ve

2(t) — —

thr1 Venrs z(t)

reset
ntegrator 2 Comparator 2
S | L
b# Sz (t) Vinra
reset
(a) (b)

Figure 15. Block diagram of: (a) FO-DP neuron and (b) FO-TPFM neuron.

To implement the FO neurons in the FPAA, the FO operator is connected to an
integer-order neuron in order to reproduce (47). The FO operator can be implemented
by one of the previously presented forms. However, it is worth mentioning that the
implementation of the FO operator using BFs in series is considered to be more appro-
priate for its use in NC systems because the limited resources are efficiently employed
and can be freed for the controller itself and for other signal processing. The schematics
in AnadigmDesigner2 corresponding to the FO-DP and FO-TPFM neurons are shown in
Figures 16a and 16b, respectively.
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Figure 16. Schematic implemented in AnadigmDesigner2 to reproduce: (a) FO-DP neuron using BFs in

off

series and (b) FO-TPFM neuron using BFs in series.

4. Results

This section contains the simulation results corresponding to the analog schematics
presented earlier, obtained using the AnadigmDesigner2 software (version 2.2.7).

4.1. Integer-Order Neurons

The three types of integer-order neurons implemented in Section 3.2 (namely, DP, A-H,
and TPFM) were tested for a constant input equal to 0.1 V. The parameters of the first
integrator and the corresponding firing threshold in each implementation were chosen to
be the same, i.e.,: TlA = TlB = Tlc =02ps !, and U = US = Ulc = 0.2 V. For the A-H
and TPFM neurons, the parameters were selected to obtain a pulse width of & = tg =5ps.
Therefore, 77 = 0.06 ps !, Uf =0V, U} =09V, 75, = 1ps !, 15, = 0303 ps~!, and
US = 3V (see Appendix B for additional considerations in parameter selection).

The simulation results obtained are shown in Figure 17. They are visualized in the
oscilloscope of AnadigmDesigner2, which can display a maximum of four signals simultane-
ously, corresponding to one probe per channel (CH). On the right side, the volts and time
per division can be adjusted, as well as the position offset. The lower left corner shows the
start and end times of the simulation. In particular:
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Figure 17. Simulation results for integer-order neurons in AnadigmDesigner2: (a) DP neuron, (b) A-H
neuron, and (c¢) TPFM neuron.

Figure 17a shows the signals of the DP neuron, consisting of the input (CH3), the
integrator output (CH1), and the pulse train output (CH4). In CH1, the integral starts
at 0 and integrates the input up to the selected threshold (namely, 200 mV), causing
a pulse to be fired, as seen in CH4. The integral is then reset and a new cycle begins.
This behavior causes the integral to appear as a sawtooth wave, and a uniform firing
pattern is observed at the output.

Figure 17b corresponds to the A-H neuron. The plotted signals are the input (CH3),
the integrator output (CH1), the integral in the high state (CH2), and the output
pulses (CH4). The integral of the input differs from that of the DP neuron in that
it reaches 200 mV and starts the second integration in CH2, but it is not reset. In
fact, it is observed that the integral reaches almost 400 mV. The second integral that
was initiated integrates at a constant rate until it reaches 0.9 V, the threshold chosen
to obtain a pulse width of 5 pus. In CH4, the pulses coincide in time with the CH2
triangles. The obtained pulses have a width of 5 s, as desired.

Figure 17c illustrates the results for the TPFM neuron, namely the input (CH3), the
integrator output (CH1), the positive feedback involving the second integral (CH2),
and the output pulses (CH4). It is observed that the signal in CH2 behaves like that
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of the DP neuron by resetting the integral at 200 mV. In CH3, the positive feedback
is initiated each time that CH1 reaches the threshold, with a shape reminiscent of a
slice of an exponential as derived in (38). The output fires pulses of width 5 ps in CH4.
The main difference between the A-H and TPFM neurons is observed at the output:
although the pulse width is the same, the firing frequency is not. The TPFM preserves
the firing frequency of the DP neuron when using the same ‘equivalent threshold” K};
and just adds more width to the pulse (causing the gain of the neuron to increase).
However, the firing frequency of the A-H neuron decreases compared to the other
two types because the integrator is ignored during the high state, resulting in delayed
firing. The firing frequency does not depend linearly on the input amplitude, and,
therefore, the A-H neuron does not modulate the input properly. As mentioned earlier,
the differences are reduced for narrow pulses. Note that the duration of the first low
state is longer than the successive ones caused by an initialization.

4.2. Fractional-Order Operator

Once the neuron implementations were observed to behave as desired, the next step
was to validate the FO operator implementations. For illustration purposes, an FO operator
of order 0.5 was considered for a sinusoidal input with a frequency of 30 kHz and an
amplitude of 50 mV. The parameters used to obtain the Oustaloup approximation for the
BFs in series and BFs in parallel were N = 3, ffP = 2 kHz, and fPF = 400 kHz, which are
the minimum and maximum frequencies available to place poles and zeros in these CAMs
running at 4 MHz. For the implementation using individual integrators, an approximation
of the same order (N = 3), but with be I'— 63.66 Hz, and f}fl = 4 kHz, which were chosen
based on the frequency-dependent range limits of the integration constants of integrator
blocks and gains when running the CAMs at 4 MHz. This range was selected to show the
versatility of this implementation. The transfer functions of the approximations are:

(s 4+ 1.954 x 10%)(s + 1.143 x 10%)(s + 6.683 x 10°)

Hgr(s) = 3.76
B (5) (s +4.730 x 10%)(s + 2.763 x 105)(s + 1.616 x 105)

(49)

(s 4 6.843 x 10%)(s + 5.861 x 10%)(s + 5.020 x 10%)
(s +2.002 x 103)(s + 1.715 x 10%)(s + 1.469 x 10°)

where Hpr denotes the transfer function for implementations using BFs, i.e., BFs in series
and BFs in parallel, and Hjj, corresponds to individual integrators. The parameters used
in the CAMs for each implementation are listed in Table 2. Note that, for individual
integrators, the magnitude was adjusted to obtain the same operator gain as in the other

cases, at the same frequency (f; = 4/ ( beF leF ) = 28 kHz), by using the gain of the summing
block (Gg).

The three types of analog implementations of the FO operator are compared in
Figure 18. In particular, Figure 18a shows the input signal in CH3, together with its integer-
order derivative in CH1 and the output (i.e., fractional-order derivative) in CH4 for the
case where BFs are used in series. As can be observed, the FO derivative of s’ causes the
wave to be delayed almost 77/4 rad with respect to the input, while the integer derivative
produces 77/2 rad as expected. In Figure 18b, the FO operator using BFs both in series (CH4)
and in parallel (CH1) and that using integrators and gains (CH2) are plotted. Regarding
the first two, it can be seen that there are only small differences in the performance of such
implementations. However, the implementation using BFs in series requires fewer CAMs.
Concerning the third one, a similar performance is observed for a single frequency, but, in
contrast to the use of BFs, the working range of the approximation is between 63.6 Hz and
40 kHz. Likewise, it is observed that the phase is slightly different from the previous cases
because of the range of the approximation, and, therefore, the phase at the given frequency
changes. The primary disadvantage is that it consumes more resources compared to BFs
in series.

HU(S) =12 (50)
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Table 2. Parameters used in the three types of implementations for s*.
BFs in Series ‘ BFs in Parallel | Individual Integrators
Approximation | f, =2kHz fp = 63.66 Hz
(N=23) fn =400 kHz fn =400 kHz
fp, = 7.52kHz fo, = 7.52 kHz 71 = 0532 ps~!
fr, =4398kHz | fo, =4398kHz | 1 =0.147 ps~!
fps =257.22kHz | fo, =257.22kHz | 173 = 1570 ps ™!
fz, = 3.11 kHz G; =0.26 7 =1710ps7!
Implementation fr, =1819kHz | G, =0.72 75 = 0.055 us:
fz3 =106.37 kHz | G3 =2.52 Te = 0.203 ps
Gco =376 Gey, =3.76 G, = 5.00
Gur, = 1.00 G; =1.00
Gur, = 1.00 G, =0.01
Gur, = 1.00 Gz = 0.01
Gs =024
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Figure 18. Simulation results for the FO operator of order 0.5 in AnadigmDesigner2: (a) input, integer
derivative (s), and FO derivative using BFs in series and (b) FO derivative using BFs in series, BFs in
parallel, and using individual integrators.

4.3. Fractional-Order Neurons

After verifying that both the neuron and the FO operator functioned correctly, their
combination was evaluated as an FO neuron. The simulation results obtained in Anadig-
mDesigner2 with such FO neurons are described next. In both cases, a constant voltage of
100 mV was considered as the input signal.

First, the simulation of the FO-DP neuron is described. The neuron parameters were
TlA =0.6 ps’l and U{‘ = 0.2 V; the value of the neuron order, «, was changed to evaluate
its effect on the neuron output. Figure 19a shows the main signals involved in the analog
circuit for & = 0.5: input i(t) (CH3), FO derivative of the input DFi(t) (CH2), integrator
output S (CH1), and output pulses z(t) (CH4). As can be seen, the FO derivative of the
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input decays over time, causing the integrator to slow down over time. The output pulses
are no longer evenly distributed but spread out over time, which is reminiscent of the
adaptation observed in some types of real neurons. In Figure 19b, the output pulses of
the circuit, but varying the neuron order, are shown, i.e., #; = 1 (CH1), ay = 0.75 (CH2),
a3 = 0.5 (CH3), and a4 = 0.25 (CH4). From these results, it is observed that, as the order
increases, the firing frequency decreases, but the effect of adaptation increases; i.e., the
difference in the frequency of the first pulses with respect to the last ones is greater.
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Figure 19. Simulation results for FO-DP neuron in AnadigmDesigner2: (a) input, FO derivative, in-

tegration and fired pulses for « = 0.5 and (b) output pulses for a; = 1, ap = 0.75, a3 = 0.5, and
ay = 0.25.

Similar simulations were performed for the FO-TPFM neuron. The parameters chosen
for the neuron were t,g =3 psand Kg =9x107°, resulting in Uf =3V, Tlc =2233us !,
Tz 1 = 1lups -1 ng = 0.573 us_l, U2C = 3V, again, the value of order « was changed
to evaluate its effect on the output pulses. Figure 20a displays the simulation results
for the neuron with « = 0.5, where the plotted signals are the same as in the previous
case. Likewise, Figure 20b shows the output pulses for neurons with order &1 = 1 (CH1),
ap = 0.75 (CH2), a3 = 0.5 (CH3), and ay = 0.25 (CH4). It can be observed that both
recognizable properties of adaptation are also achieved with the FO-TPFM neuron, as
detailed below.

To illustrate the two properties of adaptation in the implemented FO-TPFM neuron,
two figures are described next. First, Figure 21a shows the frequency measured in the
first 16 ISIs, normalized with respect to the inverse of the time to the first spike, which is
represented as zero on the ISI axis. The dependence of the change in firing frequency with
the order, i.e., the strength of adaptation with the order, is visible. It can be seen that, for
the integer case (« = 1), the firing frequency remains constant except at the beginning due
to the initialization of the neuron. For FO neurons, the lower the order of the neuron, the
greater the difference between the first and the last measured frequency. Second, Figure 21b
shows the dependence of the frequency baseline on the order by plotting the frequency
measured in the last ISI for each neuron order. It can be observed that the frequency level
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increases with increasing neuron order, following a nonlinear relationship. The maximum
value is determined by the integer case, which has a frequency of 174 kHz. In contrast, the

frequency in the smallest order, « = 0.125, is almost ten times smaller, at 16.6 kHz.
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Figure 20. Simulation results for FO-TPFM neuron in AnadigmDesigner2: (a) input, FO derivative,

integration, and fired pulses for « = 0.5 and (b) output pulses for a1 = 1, ap = 0.75, a3 = 0.5, and

oy = 0.25.

4.4. Discussion

The discussion of the main results is elaborated next:

Three types of integer-order 1&F neurons have been implemented: the DP neuron,
which fires impulse-like trains; the A-H neuron, which imitates one of the most popular
neurons used in the literature, especially for control purposes, but is unable to perform
appropriate modulation for large pulse widths; and a proposed neuron called TPFM,
which preserves the ability to modulate signals even for large pulse widths, making
it crucial in control applications. Unlike the A-H and TPFM neurons, the DP neuron
lacks the ability to generate pulses of custom width, which is necessary for certain
applications, such as those involving systems with significant static friction, which
are the basis for NC. In terms of implementation, the DP neuron is highly compact,
requiring only a single CAB and consuming only 40 mW of power. Implementations
of the A-H and TPFM neurons were designed to fit into a single FPAA. In each case,
three out of four CABs were used, and similar power consumption levels are expected
(94 and 96 mW, respectively).

Three types of FO operator implementations were tested to compare the quality of the
approximation, hardware utilization, and power consumption. Two implementations,
BFs in series and BFs in parallel, used BFs as zero-pole pair and low-pass filters,
respectively. The third implementation used individual integrators. The use of BFs in
series is the most compact solution for implementing FO derivatives, requiring at most
N + 1 blocks for an approximation of order N while providing similar performance to
BFs in parallel. However, in some circumstances, that based on individual integrators
is a more versatile option, allowing for a better approximation. For NC, BFs in series
are more appropriate due to the limited resources in the FPAA.
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Figure 21. Simulation results corresponding to FO-TPFM neuron when changing the neuron order a:
(a) normalized pulse frequency and (b) last frequency dependence.

¢  Two types of FO neurons were implemented based on integer-order neurons and FO
derivatives connected at their inputs to search for behaviors inspired in real neurons.
Specifically, the FO-DP and FO-TPFM neurons were created by combining the integer-
order neurons, which can perform PFM, and the FO derivative using BFs in series.
The results showed that both types of FO neurons are capable of adapting to inputs,
i.e., evidenced the change in firing patterns observed when dealing with constant
or periodic stimuli. The study evaluated two properties of adaptation based on
theoretical analysis in the literature: (1) the increasing or decreasing spacing between
spikes for a constant stimulus over time, and (2) the dependence of baseline frequency
on FO. Here, an analog approach to obtain both properties simultaneously has been
achieved, which was an open problem in the literature.

¢ In this work, the key to obtain the FO version of the neurons was not to replace the
components of their associated circuit with their analogous FO but rather to use their
equivalent block diagram (shown in Figures 8a and 12a for the DP and TPFM cases,
respectively), which can be related to blocks in the FPAA. Note that, as reported
in [26], the generalization of a capacitor to FO (i.e., the use of a fractional impedance)
causes the loss of the adaptation properties of the FO neuron. In the context of
traditional analog circuits (non-programmable), the proposed block diagram could be
implemented by using an op-amp-based FO differentiator connected to the input of
the integer-order neuron.

5. Conclusions

In this paper, the analog implementation of the Axon-Hillock (A-H) silicon neuron,
with the functionalities available in a field-programmable analog array (FPAA) has been
carried out. A new type of silicon neuron, the true-pulse-frequency modulation (TPFM)
neuron, useful for modulation with appreciable pulse width, was also implemented. Only
one FPAA was required for each neuron. In addition, the implementation of fractional-
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order (FO) neurons, which show adaptation like some biological neurons in response to
constant or periodic stimulus, was accomplished.

Simulations were performed in the programming environment AnadigmDesigner2.
The results obtained showed that the implemented neurons work correctly, which can be
directly downloaded into a real FPAA.

The FPAA is convenient for prototyping when dealing with analog circuits, such
as those of silicon neurons. Some limitations were found due to the switched capacitor
technology used in the FPAA, like having sampled signals and quantized parameters.

Regarding future works, experimental tests have been planned to evaluate the neurons
in real conditions. Also, its application to neuromorphic control (NC) will be tested.
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Abbreviations

The following abbreviations are used in this manuscript:

A-H Axon-Hillock

BF Bilinear filter

CAB Configurable analog block

CAM Configurable analog module

CH AnadigmDesigner? oscilloscope channel
DP Dirac delta-pulsed

FO Fractional order

FO-DP Fractional-order Dirac delta-pulsed
FO-1&F Fractional order integrate and fire
FO-TPFM  Fractional-order true-pulse-frequency modulation

FPGA Field-programmable gate array
FPAA Field-programmable analog array
1&F Integrate and fire

1/0 Input/output

IPFM Integral pulse-frequency modulation
IsI Inter-spike interval

LUT Look-up table

NC Neuromorphic control

PFE Partial fraction expansion

PFM Pulse-frequency modulation
SRM Spike response model

TPFM True-pulse-frequency modulation

VMR Mid-rail voltage



Fractal Fract. 2024, 8, 226

26 of 28

Appendix A

The IPFM neuron model presented in this paper can be related to other neuron
models through generalized models, such as the spike response model (SRM) [28], which
is modeled using the following equation:

u(t) = Lot =) + [ k&)1 (¢ = )ds + s (A1)
f 0

where u(t) is the membrane potential, [°*! is the stimulating current, x describes the voltage
response to the input, 7 is the spike after-potential function (i.e., how the potential changes
after firing a pulse), 15 is the resting potential, and t/ is the instant at which a spike is
fired. Spike firing is defined by a threshold process. If the membrane potential reaches the
threshold ¢, an output spike is triggered at t = /.

This model can be seen as a generalization of I&F models and includes phenomena
of real neurons such as adaptation, refractoriness, and stochastic spiking by using the
kernels [28].

Hence, it is possible to relate the SRM and IPFM by particularizing the SRM and combin-
ing Equations (3) and (4) of the IPFM in one equation as follows. First, let us assume a resting
potential of zero (ur.s+ = 0) in the SRM, as is considered in the IPFM by Equation (4):

u(t) = ;U(t —th + /0 k(s) I (t — s)ds (A2)

Second, if the after-potential function # is selected to behave as in (4) (when Kj; is
reached, the potential suddenly drops to 0), the first term of the SRM equation can be

rewritten as:
Yot —t) =Y Kys(t— ) (A3)
f f

Third, the second term of the SRM equation can be interpreted as a convolution
involving the kernel x(s) and the incoming stimulus I¢*, i.e., as the linear response of
the membrane potential to an input current or as the neuron responsiveness to incoming
stimuli. If a unitary kernel (i.e., x(s) = 1) is selected to imitate (3) (namely, the neuron
responds equally to all incoming stimuli and they are not filtered), the SRM equation is
simplified to:

u(t) =Y Kyo(t— ) + /oo % (t)dt (A4)
f 0

Lastly, Equations (3) and (4) express the firing condition of the IPFM in terms of two
successive pulses, i.e., what happens to the integrator output between t;_; and t;, while
the SRM equation describes the voltage curve from 0 to oo, with t/ being the firing instants.
We can express the integrator output of the IPFM in a similar way to the SRM by using an
equation with two terms on the right side:

y() = CKad(t 1) + [ x(t)de (45
7 0

Under these assumptions, it is noticeable that variables x(t), y(t), and t; in the IPFM
have similar interpretations as variables I°**(t), u(t), and t/ from the SRM, respectively.

In summary, there exist many types of neuron models, but not all of them exhibit
the behavior of the IPFM, which results in a firing frequency that is directly proportional
to the input amplitude. Linear modulation is not properly achieved when the SRM uses
other assumptions, such as different kernels, or when stochastic firing and refractoriness
are introduced.
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Appendix B

Because the signals in an FPAA are sampled and the simulations are based on differ-
ence equations, the solution may differ slightly from what would be expected in purely
analog circuits. This appendix details the sampled dynamics of the proposed TPFM neuron.

The first integrator, acting as a DP neuron, does not fire impulses but a pulse with a
duration equal to the inverse of the block frequency, in this case Ts = 250 ns. This causes
the second integrator to start with an initial condition equal to the area of this pulse times
the integration constant of the input, i.e., VppT; Tzc1 instead of Vpp Tzc1 corresponding to
the continuous case. In addition, the time in the hi,gh state, f;, depenéls on the difference
equation that describes the behavior of the second integrator, which, according to the
documentation, is given as follows:

y(n) = ty(n =D)AL+ y(n —1) (A6)
where 1 represents discrete time. The solution of this equation is:
y(n) = er(1+ 75, T)" (A7)

with y(1) = Vpp TSTZCJ, where n = 1 was considered at the beginning of the pulse for
simplification. Therefore, for the pulse to end, the following condition must be satisfied:

VopTstyy (1+ 15, )" > U§ (A8)

which leads to the following number of simulation steps until the condition is satisfied:

uC
In{ o——=
VDD TSTZ,l

e In(1+75,T:)

(A9)

Likewise, the actual value of t;, is a multiple of T, which can be obtained from the
value of n as:

ty = nT; (A10)

In short, the following equation is used to adjust the threshold to obtain the desired t;,:
US = VppTerl, (1+ 75T 171 All

7 = VopTstgy (1+ 15, Ts) ™ (A11)

where [.] denotes the ceiling operator. Alternatively, the gain can be tuned using:

1 us§ By 4\ 7!
<, = = 7 (rt1-1) 4 (A12)
§ Ts VDDTST2,1

In this work, (A12) was used to adjust the value of the integrator gain, making US
equal to Vpp.
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